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Additional figures of network data

Mycelial networks

We showed an example of the network formed by *Phallus impudicus* (*P.I.*) in Fig. 1A of the main text. Here in Fig. A(i)–(iii), we also provide examples of *Phanerochaete velutina* grown from five inocula (*P.V. 1*), *Phanerochaete velutina* grown from a single inocula (*P.V. 2*), and *Resinicium bicolor* (*R.B.*), respectively.

![Network structures](image)

**Fig A. Additional examples of the mycelial networks.** (i) The network structure formed by *Phanerochaete velutina* grown from five inocula (*P.V. 1*). (ii) The network structure formed by *Phanerochaete velutina* grown from a single inoculum (*P.V. 2*). (iii) The network structure formed by *Resinicium bicolor* (*R.B.*) grown from a single inoculum.

Rodent vasculature networks

An example of a vasculature network from a rat brain was shown in Fig. 1B of the main text; here (Fig. B) we also include an example vasculature network from a mouse brain. Red nodes correspond to branching points among surface vessels, and blue nodes are penetrating arterioles.
Detailed descriptions of standard topological graph metrics

In this section we provide more in-depth definitions of the classic topological network measures analyzed in the main text. These include the degree, clustering coefficient, alpha index, topological efficiency, and topological edge-betweenness centrality.

Degree

The degree $k_i$ of a node $i$ is the number of edges incident on that node, and is a local measure of network connectivity. The mean degree $\langle k \rangle$ of a network is defined as the mean of $k_i$ over all nodes in the network.

Clustering coefficient

The clustering coefficient $C_i$ of a node $i$ can be calculated as

$$ C_i = \sum_{hj} \frac{A_{hi}A_{ij}A_{ij}}{k_i(k_i-1)}, $$

(1)

and gives the number of fully-connected 3-node subgraphs (i.e. triangles) involving node $i$, divided by the number of triples centered at node $i$ [1]. The mean clustering coefficient $C$ of the network is defined as the mean of $C_i$ over all nodes in the network.

Alpha index

Another useful measure for planar networks is the alpha index (or “meshed-ness”), $\alpha$. This topological quantity gives the total number of elementary cycles
in a planar network, divided by the largest possible number of elementary cycles that can exist in a planar network with the same number of nodes \(2^2\). In terms of the number of nodes \(N\) and number of edges \(M\) in the network, the alpha index is defined as

\[
\alpha = \frac{M - N + 1}{2N - 5}.
\]

(2)

While the clustering coefficient considers only the presence of cycles of length three, the alpha index takes into account elementary cycles of all lengths (where the length of a cycle is equal to the number of edges that compose it).

**Topological efficiency**

Important concepts in network analysis are those of paths and path lengths. A path through a network is a non-intersecting sequence of consecutive edges (i.e. edges that share a common node). The topological path length is then given by the total number of edges in the path. It is often useful to consider the shortest paths in a network, which are those paths that minimize the total number of “hops” or edges that must be traversed in order to move between a given pair of nodes. Knowing the shortest topological paths (or “hop” distances) between all node pairs allows for the calculation of the average topological efficiency \(E_{t_{avg}}\), which has been proposed as one way to quantify the ease of information exchange or transport between nodes of a network. Denoting the length of the shortest topological path between \(i\) and \(j\) as \(l_{ij}\), the average efficiency is given by

\[
E_{t_{avg}} = \frac{1}{N(N-1)} \sum_{i,j} \frac{1}{l_{ij}}.
\]

(3)

It is common practice to normalize the topological efficiency for a given network with \(N\) nodes by its value for a fully-connected \(N\)-node network. This results in the global topological efficiency \(E_t\), where \(0 \leq E_t \leq 1\).

**Topological edge betweenness centrality**

The topological edge betweenness centrality \(B^t_e\) is another measure based on shortest paths, and is one way to quantify the importance of a particular edge in a network. For a given edge \((i, j)\), it is defined as the fraction of shortest paths between all pairs of nodes that pass through that edge. In particular, we calculate

\[
B^t_e(i, j) = \sum_{q,r} \frac{\psi^t_{qr}(i, j)}{\psi^t_{qr}},
\]

(4)

where \(\psi^t_{qr}(i, j)\) is the fraction of shortest paths (measured in topological units of distance, i.e. number of edges) between \(q\) and \(r\) that traverse edge \((i, j)\).
Fig C. Examples of the unweighted structure of simulated optimal distribution networks. Model networks were constructed by optimizing transport in the presence of fluctuations in load. (i) An example of a simulated transport network in which the source was placed at the left edge. (ii) An example of a simulated transport network in which the source was placed at the center. In both panels, gray lines correspond to network edges and red circles correspond to network nodes.

Generating optimal transport networks

In addition to analyzing empirical distribution networks, another important direction is understanding what kinds of construction rules or theoretical models for transport networks could give rise to organizational principles observed in real data, such as hierarchical structure, for example [4]. It has been shown in the past that many traits of organisms in general, and biological transport networks in particular, can be explained by the assumption that they are optimized for their function in some sense. In the case of transport networks such as leaf venation or mammalian capillary networks, one expects that they minimize the dissipated power in the network while at the same time being robust against external damage such as embolisms or vein occlusions [4]. A developmental mechanism that can produce optimized networks using local adaptive rules was discussed in [5]. In the remainder of this section, we review the model of optimal transport networks from [4] that is able to produce realistic efficient and robust network topologies. Then in Rentian scaling analysis we investigate the model networks for Rentian scaling, noting that the goal of the analysis is not to capture specific details and differences in each family of networks, but rather to shed light on a common mechanism that may be able to reproduce some of the key spatial and topological properties that are present in both systems.

We begin by noting that blood flow in the smallest capillaries can be modeled by laminar flow in cylindrical vessels of radius $R$ according to Poiseuille’s law. Volume flow is then $Q = K\Delta p$, where the conductivity is $K = \frac{\pi}{8\mu L}R^4$, $L$ is vessel length, $\mu$ is fluid viscosity, and $\Delta p$ is the pressure drop along the vessel. The capillary network itself is modeled as a graph with $N$ nodes where each
edge \((i,j)\) carries a volume flow \(Q_{ij}\). At each node \(i\) we have conservation of current,

\[
\sum_j Q_{ij} = q_i,
\]

where \(q_i\) is the perfusion rate, or net current drawn from the network at the node. We note that Eq. (5) can be solved for the volume flows \(Q_{ij}\) given the conductivities \(K_{ij}\) and the net currents \(q_i\).

Next, we note that an optimal network minimizes the dissipated power during operation, which is defined by

\[
P = \sum_{(ij)} \frac{Q_{ij}^2}{K_{ij}}.
\]  

To force the network to be robust in the presence of fluctuating load, [4] introduced the load-averaged power dissipation,

\[
\langle P \rangle = \sum_{(ij)} \frac{\langle Q_{ij}^2 \rangle}{K_{ij}}.
\]

Here, the angle brackets \(\langle f \rangle = \frac{1}{N-1} \sum_k f^{(k)}\) denote an average over all possible network configurations with net currents

\[
q_i^{(k)} = \delta_{i0} - \delta_{ik},
\]

where we fix the source \(i_0\) and vary the sink \(k \in \{1, \ldots, N\} \setminus \{i_0\}\). This is called the moving sink model. Finally, we note that a well-posed optimization problem requires the introduction of a constraint that prevents the conductivities from diverging. A biologically sensible constraint is to set

\[
\sum_{(ij)} K_{ij}^2 = \text{const.}
\]

In this way, the total volume of the network is kept fixed, which can be interpreted as the organism having a finite amount of resources at its disposal to construct its venation network.

The resulting constrained optimization problem is then solved using a simulated annealing algorithm as in [4]. As the initial condition we choose a triangular lattice network with randomly initialized edge conductivities. The net currents \(q_i\) are chosen to represent one source either at one edge of the lattice or at the center, and uniform sinks everywhere else, modeling uniform perfusion requirements. Example networks generated from placing the source node at one edge or in the center are shown in Fig. C(i) and Fig. C(ii), respectively.

After optimization, the result is a weighted network, where the weights correspond to the conductance between pairs of connected nodes. For each source
location (edge or center), we constructed an ensemble of 10 simulated networks (20 in total). All conductances below a threshold value of $3.5 \times 10^{-8}$ were set to zero. Furthermore, since we wish to investigate these networks for Rentian scaling, which depends only on the binary connectivity of a graph (and on edge and node locations for physical scaling), after thresholding, we binarized each network by setting all remaining non-zero conductances to unity. This resulted in a set of unweighted adjacency matrices in the same form as the empirical data. Further details on the Rentian scaling analysis are provided in the section below.

**Rentian scaling analysis**

In the main text, we examined the vasculature and mycelial networks for Rentian scaling. Fig. D below shows schematics demonstrating how to compute topological (top row) and physical (bottom row) Rentian scaling on a network, and we provide additional details on these methods in the following two sections.

**Additional details and figures for topological Rentian scaling**

To test for the presence of topological Rentian scaling (see Fig. D(i),(ii) below) in the biological distribution networks, we employed a min-cut bi-partitioning algorithm that attempts to recursively partition a network into halves, quarters, etc., while minimizing the number of edges cut during the bi-sectioning process. At each level of partitioning, the algorithm records the mean number of nodes $n$ in the topological partitions at the given level, and the mean number of edges $m$ crossing the boundaries of the partitions at the given level. Topological Rentian scaling exists if a relationship of the form $m \propto n^t$ holds across several partition sizes. It is important to point out that because the problem of finding a minimum-cut bi-section is NP-complete, Rentian scaling is a heuristic \[6\], and the resulting values of the exponents may to some extent be procedure dependent. In this work we utilized the hyper-graph partitioning package *hMETIS* \[7,8\] to compute topological scaling (vs. a spectral approach, for example), because it is considered a high quality and fast algorithm, and has been used in previous studies to determine scaling exponents of different kinds of complex networks \[10,11\].

Another important point of consideration in this analysis is the occurrence of boundary effects due to large partitions and the finite size of the networks under consideration. In particular, for the topological scaling, large partitions (i.e., on the same scale as the network size) can exhibit large reductions in the number of crossing edges relative to the number of nodes inside, thereby skewing the scaling relationship. In the VLSI literature, this drop-off in the power law relationship between $m$ and $n$ is termed “Region II” \[12,13\] (see Fig. E). In line with common practice, we thus estimated the scaling exponent $t$ from “Region I”, where the partition sizes are typically small enough to avoid being biased by
Fig D. Schematics of topological and physical Rentian scaling. *(Top row)* An example of topological Rentian scaling. *(i)* A schematic of the topological partitioning process on a toy network. Beginning with a single box that covers the entire network, we recursively partition the network into halves, quarters, etc., such that the number of nodes $n$ within each partition is roughly equal, and the number of edges $m$ that cross partitions is minimum. *(ii)* If topological scaling exists, $n$ and $m$ scale with one another in log–log space and the topological Rent exponent $t$ is given by the slope of the best-fit line. *(Bottom row)* An example of physical Rentian scaling. *(iii)* We test for Rentian scaling in real space by placing boxes of varying length scales at random over the network. *(iv)* For each box, we count the number of nodes inside $n$ and the number of edges crossing the boundary $m$, and consider how these quantities scale in log–log space. *(v)* If scaling exists, $n$ and $m$ scale with one another in log–log space and the physical Rent exponent $p$ is determined from the slope of the best fit line.

boundary effects. For consistency across all networks, we always neglected the first three levels of partitioning (see Fig. E).

An additional methodological consideration is that hMETIS is not guaranteed to converge to an optimal solution, and therefore, different runs of the algorithm (for the same network) may yield slightly different results. In order to take this variation into account, we ran the partitioning 50 times for all networks considered, and reported average values of relevant quantities over the 50 trials. In particular, for each run of the algorithm on a given network, we computed a simple linear regression (using MATLAB’s ‘polyfit’ function) on log $m$ vs. log $n$, and examined the mean coefficient of determination $r^2$ over the 50 trials as a way to quantify the goodness of the fit. We found all $r^2 > 0.987$ for the set of mycelial networks and all $r^2 > 0.981$ for the set of vasculature networks. These
result indicated that the empirical networks display relatively good topological Rentian scaling. After each run of the partitioning on a given network, we also estimated the topological scaling exponent from the slope of a best-fit line to $\log m$ vs. $\log n$ (also computed using MATLAB’s ‘polyfit’ function). Averaged over the 50 runs of the partitioning algorithm, we found that the topological Rent exponent $t$ ranged between 0.234 and 0.322 for the set of mycelial networks, and between 0.122 and 0.248 for the set of vasculature networks.

We showed examples in the main text of the topological scaling relationship for a mycelial network from $P.V. 1$ (Fig. 5A) and for a rat vasculature network (Fig. 5B). Here, we additionally provide examples of $\log m$ vs. $\log n$ for the other types of fungi – $P. I.$, $P.V. 2$, and $R.B.$ – in Fig. 5(i)–(iii), and for a mouse vasculature network in Fig. 5(iv).

We also examined the simulated transport networks developed from biologically inspired optimization principles [4, 14–16] for the presence of topological Rentian scaling. In particular, we constructed 10 model networks in which the source was placed at one edge and 10 model networks in which the source was placed at the center (see Generating optimal transport networks for details on the model construction and simulations). To first test each ensemble of simulations for the presence of topological Rentian scaling, we ran 50 runs of the topological partitioning on each network, and used MATLAB’s ‘polyfit’ function to compute a simple linear regression on $\log m$ vs. $\log n$ for each of those runs. Averaged over the 50 trials, we found all $r^2 > 0.985$ for the set of networks with the source at one edge, and we found all $r^2 > 0.992$ for the set of networks with the source at the center. These results suggested that topological Rentian scaling is present in the simulated optimal transport networks as well. The topological Rent exponents were determined from the slope of a best-fit line to $\log m$ vs. $\log n$, and we considered mean values of the exponent $t$ averaged over the 50 runs of the partitioning algorithm. For the set of networks with the source at one edge, the (averaged) topological Rent exponent ranged between

Fig E. A schematic of “Region I” and “Region II” behavior in Rentian scaling. Since the networks have a finite size, large topological partitions are subject to boundary effects that cause a drop-off in the power-law scaling (“Region II”). Therefore, in order to assess networks for topological scaling, we neglected the largest three partitions, and used the data in “Region I”. If scaling exists, these points exhibit a linear relationship in log – log space, and the topological exponent can be estimated from the slope of a best-fit line through the data.
Additional examples of topological Rentian scaling in biological distribution networks. To test for the presence of this phenomena, we recursively sectioned each network into halves, quarters, etc., and counted the mean number of nodes $n$ inside each partition at a given level and the mean number of edges $m$ crossing the boundary of each partition at a given level. Rentian scaling exists if these quantities scale with one another in log–log space, and the topological Rent exponent $t$ can be estimated from the slope of a best fit line through log $m$ vs. log $n$. Examples of log $m$ vs. log $n$ for (i) a mycelial network from P.I., (ii) a mycelial network from P.V. 2, (iii) a mycelial network from R.B., and (iv) an arterial network from a mouse brain. In each panel, the black lines correspond to a best-fit line through the data, from which we estimated the displayed scaling exponent $t$, the Pearson correlation coefficient $r$, and the coefficient of determination $r^2$.

$t = 0.196$ and $t = 0.262$, and for the set of networks with the source at the center, the (averaged) topological Rent exponent ranged between $t = 0.233$ and $t = 0.311$. Fig. (i),(ii) show examples of log $m$ vs. log $n$ from one run of the topological partitioning process on a simulated network with the source at one edge and with the source at the center, respectively.

In order to compare and contrast topological Rentian scaling across different kinds of networks, we normalized the topological Rent exponents $t$ of the empirical and model networks by their mean values $\langle t_{\text{rewire}} \rangle$ from each networks’
Fig G. Examples of topological Rentian scaling in simulations of optimal transport networks. To test for the presence of this phenomena, we recursively sectioned each network into halves, quarters, etc., and counted the mean number of nodes $n$ inside each partition at a given level and the mean number of edges $m$ crossing the boundary of each partition at a given level. Rentian scaling exists if these quantities scale with one another in log–log space, and the topological Rent exponent $t$ can be estimated from the slope of a best fit line through log $m$ vs. log $n$. Examples of log $m$ vs. log $n$ for (i) a simulated network in which the source was placed at one edge, and (ii) a simulated network in which the source was placed in the center. In both panels, the black lines correspond to a best fit line through the data, from which we estimated the displayed scaling exponent $t$, the Pearson correlation coefficient $r$, and the coefficient of determination $r^2$.

Additional details and figures for physical Rentian scaling

We next wished to investigate whether or not the empirical data showed evidence of physical Rentian scaling, i.e., a relationship of the form $m \propto n^p$, where $m$ is the number of edges crossing a physical partition of the network, $n$ is the number of nodes inside the partition, and $p$ is the physical Rent exponent (see Fig. D(iii)–(v)). We quantified this relation via consideration of the coefficient of determination $r^2$, computed from a simple linear regression (using MATLAB’s ‘polyfit’ function) on log $m$ vs. log $n$ from 5000 spatial partitions of the network. As with the estimation of topological scaling, in order to obtain a good estimate of physical Rentian scaling throughout the majority of the network, one should be cognizant of the finite size of the system. Because boxes placed close to...
Fig H. Additional examples of physical Rentian scaling in biological distribution networks. To test for the presence of this phenomena in real space, we partitioned each network into 5000 boxes of varying side lengths and center positions, and counted the number of nodes inside $n$ and the number of edges crossing the boundary $m$ of each box. Rentian scaling exists if these quantities scale with one another in log – log space, and the physical Rent exponent $p$ can be determined from the slope of a best fit line through log $m$ vs. log $n$. Examples of log $m$ vs. log $n$ for (i) a mycelial network from P.I., (ii) a mycelial network from P.V. 2, (iii) a mycelial network from R.B., and (iv) an arterial network from a mouse brain. The lines correspond to a best fit line through the data, from which we estimated the displayed scaling exponent $p$, the Pearson correlation coefficient $r$, and the coefficient of determination $r^2$. 
the boundary of the network will contain significantly fewer outgoing edges than boxes placed within the bulk, we only included boxes within the network’s convex hull to try and mitigate this issue. For the mycelial networks, we found all $r^2 > 0.88$ and for the vasculature networks, we found all $r^2 > 0.82$. These values indicate relatively good fits and suggest the presence of physical Rentian scaling in the data. In addition to testing each network for the existence of physical Rentian scaling, our second aim was to estimate values of the physical Rent exponent in order to quantify and characterize the network architecture, and to compare across networks. Physical Rent exponents $p$ were estimated from the slope of a best fit line (computed using MATLAB’s ‘polyfit’ function) to $\log m$ vs. $\log n$. For the mycelial networks, the physical Rent exponents ranged between $p = 0.57$ and $p = 0.64$, and for the vasculature networks, the physical Rent exponents ranged between $p = 0.52$ and $p = 0.54$. In the main text, we showed examples of $\log m$ vs. $\log n$ for a mycelial network from P. V. 1 (Fig. 5C) and for a rat vasculature network (Fig. 5D). Here, we also show explicit examples of this relationship for the other types of fungi – P. L., P. V. 2, and R. B. – in Fig. H(i)–(iii), and for a mouse vasculature network in Fig. H(iv).

We also examined Rentian scaling in the ensemble of simulated model networks (see Generating optimal transport networks). More specifically, we constructed 10 model networks using a source at one edge and 10 model networks using a source at the center, and first tested for the presence of physical Rentian scaling in each ensemble. Using MATLAB’s ‘polyfit’ function, we computed a simple linear regression on $\log m$ vs. $\log n$. For the set of networks with the source at one edge, we found all $r^2 > 0.84$, and for the set of networks with the source at the center, we found all $r^2 > 0.89$. These results suggested that the model networks also exhibit evidence of physical Rentian scaling. The physical Rent exponents were determined from the slope of the best-fit line for $\log m$ vs. $\log n$. For the set of networks with the source at one edge, the physical Rent exponents ranged between $p = 0.54$ and $p = 0.56$, and for the set of networks with the source at the center, the physical Rent exponents ranged between $p = 0.54$ and $p = 0.57$. Fig. I(i),(ii) show examples of $\log m$ vs. $\log n$ computed using physical partitions of a simulated network with the source at one edge and with the source at the center, respectively.

To allow for a cleaner comparison across different networks, we normalized the physical Rent exponents of the empirical and model networks by the mean physical Rent exponent $\langle p_{\text{rewire}} \rangle$ of each networks’ set of randomly-rewired null models (see Null models in the main text). The randomly-rewired null model networks were analyzed for physical Rentian scaling in the same manner described above.

Fig. J shows the topological Rent exponent ratio $\tilde{t} = t/(t_{\text{rewire}})$ vs. the physical Rent exponent ratio $\tilde{p} = p/(p_{\text{rewire}})$ for both the empirical and simulated networks. We observe that the physical exponent ratios from the simulated networks lie approximately in the center of the physical exponent ratios from the real data. The topological exponent ratios from the simulated networks are also in the same general vicinity as the empirical topological exponent ratios,
Fig I. Examples of physical Rentian scaling in simulations of optimal transport networks. To test for the presence of this phenomena in real space, we partitioned each network into 5000 boxes of varying side lengths and center positions, and counted the number of nodes inside $n$ and the number of edges crossing the boundary $m$ of each box. Rentian scaling exists if these quantities scale with one another in log – log space, and the physical Rent exponent $p$ can be determined from the slope of a best fit line through log $m$ vs. log $n$. Examples of log $m$ vs. log $n$ for (i) a simulated network in which the source was placed at one edge, and (ii) a simulated network in which the source was placed in the center. The lines correspond to a best fit line through the data, from which we estimated the displayed scaling exponent $p$, the Pearson correlation coefficient $r$, and the coefficient of determination $r^2$. 
although they tend to be closer to the values observed in the mycelial networks and are smaller than those from several of the vasculature networks. These results suggest that the optimization of transport under fluctuations provides a mechanism able to produce simulated, model networks with some important architectural properties (e.g. hierarchical organization) similar to the empirical data.

Fig J. The topological Rent exponent ratio vs. the physical Rent exponent ratio for both the empirical (colored circles) and simulated transport networks (gray circles).

**Additional analysis of network robustness**

In the main text, we used random edge removal to probe the structural robustness of each network. However, it can also be useful to consider ordered edge removal that is based on an edge property. For example, studies on mycelial networks suggest that edge removal based on combinations of cord length and radii are more biologically relevant [17]. Although we do not have cross-sectional area information for the vasculature network vessels, we can still carry out edge-removal based on link length for both the vasculature and mycelial networks.

We computed robustness curves when edge removal was ordered by the physical length of links (specifically, edges were removed in order of longest to shortest). Fig. K shows three different variations of this analysis: panel (i) displays the fraction of nodes in the largest connected component vs. the fraction of total edges removed, panel (ii) displays the fraction of total wiring length in the largest connected component vs. the fraction of total edges removed, and panel (iii) displays the fraction of total wiring length in the largest connected component vs. the fraction of total wiring length removed from the network.
For each variation, we observe that in general, the vasculature networks tend to fall apart more rapidly than the majority of the mycelial networks. This analysis supports the findings in the main text using the spatial null models and random edge removal.

(i)

(ii)

(iii)

Fig K. Structural robustness curves for ordered edge removal based on the physical length of links. For each set of curves, edges were removed from longest to shortest. (i) The fraction of edges removed vs. the fraction of nodes in the largest connected component. (ii) The fraction of edges removed vs. the fraction of total wiring length in the largest connected component. (iii) The fraction of total wiring length removed vs. the fraction of total wiring length in the largest connected component.

Examination of vasculature networks without penetrating arteriole offshoots

For the vasculature systems, it is important to note that nodes are defined either as junctions where surface vessels merge or points where penetrating arterioles delve into the underlying tissue. Moreover, while some penetrating arterioles originate en passant, many of them exist at one end of a surface vessel offshoot [18]. Though the presence of this latter type of penetrating arteriole is a meaningful architectural feature of the vasculature that we opted to incorporate into our primary analysis, it is also of interest to understand if and how results change when the main surface network is analyzed without the penetrating arterioles that reside at one end of a surface vessel. In order to examine this, we iteratively removed all penetrating arterioles with degree one (and the corresponding edges) from the vasculature networks. This process results in a “reduced” network that contains all of the nodes that were part of the original surface network (that is, those nodes resulting from a branch point among surface vessels), but that does not contain the isolated penetrating arteriole offshoots. Fig. L(i) shows an example of a full mouse vasculature network with surface nodes shown in red and penetrating arterioles shown in blue, and Fig. L(ii) shows the corresponding reduced network after recursively removing the degree-one penetrating arterioles. (Note that the reduced network still contains en passant penetrating arterioles that exist in between surface...
network nodes). Crucially, the reduced networks generated in this way are subgraphs of the original system, and furthermore, all edges (and nodes) in the reduced networks have the same physical locations they did in the original network.

(i) Fig L. Construction of reduced networks without penetrating arteriole offshoots. (i) An example of a vasculature network from a mouse brain. Surface vessel segments are represented as edges (gray lines) and merge to form branching points on the surface (red nodes) or connect to penetrating arterioles that dive into the tissue (blue nodes). (ii) The corresponding reduced network, generated by iteratively removing penetrating arterioles of degree one from the original network. A network analysis can be carried out on both the original and reduced networks, and results can be compared across the two cases.

To test whether results are consistent when considering the reduced rather than the complete networks, we performed two analyses: (1) a comparison of each network measure between the full and reduced networks, and (2) a comparison of each network measure between the reduced vasculature networks and the mycelial networks. The first analysis allows us to understand how network organization differs between the full and reduced systems, and the second analysis allows us to examine whether the results reported for the comparison of the vasculature and mycelial networks still hold when the mycelial networks are contrasted against the reduced vasculature networks.

Because the total number of networks is small, in order to enhance statistical power we first combined the original rat and mouse networks into one set and the reduced rat and mouse networks into another set. For every network in the two groups (“Full Vasculature” and “Reduced Vasculature”) we then computed the network measures defined in the Network measures section of the main text and summarized in Table 2 of the main text. To compare the full networks to the reduced networks, we performed paired-sample t-tests on the data. In particular, a statistically significant difference in the mean value of a given network property between the two groups is indicated by a p-value < 0.05. The results of this first examination are compiled in Table A where the first column indicates the network property under consideration, and the second and third columns display the mean ± the standard error of the mean of the given
property computed on the set of full vasculature networks and the set of reduced vasculature networks, respectively. A star (*) to the right of the value in the “Reduced Vasculature” column indicates that there was a statistically significant difference in the corresponding network property between the full vs. reduced networks. We found small albeit significant differences in the following measures: mean degree $\langle k \rangle$, alpha index $\alpha$, Spearman correlation $\rho$ between topological and physical edge betweenness centrality, ratio of theoretical minimum physical Rent exponent to true physical Rent exponent $p_{\text{min}}/p$, relative wiring $W_{\text{rel}}$, relative physical efficiency $E_{\text{rel}}$, and relative robustness $R_{\text{rel}}$. However, as detailed below, we show that, importantly, these minor changes in network properties do not change the conclusions of the comparison between the vasculature and mycelial networks.

Turning now to the second analysis, we compare the mycelial networks to the reduced vasculature networks in which penetrating arteriole offshoots are removed. This investigation was carried out equivalently to the analysis in the main text, but the full vasculature networks were replaced by their reduced versions. We summarize the results in Table B, where the first column indicates the network property under consideration, the second and third columns give the mean $\pm$ the standard error of the mean for each network property (averaged over the population of mycelial networks and the population of reduced vasculature networks, respectively), and the last column indicates the level of significance from a two-sample $t$-test used to assess statistical differences in the mean values of each network property for the two classes of distribution networks; **$p$-value $< 0.001$, ***$p$-value $< 0.0001$.

We found that all differences between the mycelia and vasculature that were statistically significant when considering the full vasculature networks remain significant when using the reduced vasculature networks instead. Thus, the major conclusions from the investigation in the main text are robust with respect to whether the full or reduced vasculature networks are used in the analysis. Aside from the fact that this finding demonstrates a general robustness of results, it is also useful because it elucidates the fact that, although some measures change by a statistically significant amount in going from the full to the reduced networks, these differences are not enough to overwhelm the distinctions between the vasculature and mycelia. In other words, differences between the vasculature and mycelia cannot be explained solely by the fact that the vasculature systems have a number of penetrating arterioles at the ends of surface vessels.
Table A. Comparison of network measures between the full and reduced vasculature networks. The first column indicates the network measure under consideration and the second and third columns indicate the mean ± the standard error of the mean of the given measure computed over the population of the full vasculature networks and the reduced vasculature networks, respectively. A star (*) to the right of the reduced value indicates that there was a statistically significant difference (as determined by a paired-sample t-test with p-value < 0.05) between the value of the given measure in the full vs. reduced version of the network. No star indicates that there was not a statistically significant difference.

<table>
<thead>
<tr>
<th>Network Property</th>
<th>Full Vasculature</th>
<th>Reduced Vasculature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean degree $\langle k \rangle$</td>
<td>$2.09 \pm 0.01$</td>
<td>$2.15 \pm 0.02 \ast$</td>
</tr>
<tr>
<td>Normalized clustering $\frac{C}{\langle C_{\text{rewire}} \rangle}$</td>
<td>$6.44 \pm 1.61$</td>
<td>$9.78 \pm 6.14$</td>
</tr>
<tr>
<td>Alpha index $\alpha$</td>
<td>$0.022 \pm 0.003$</td>
<td>$0.039 \pm 0.004 \ast$</td>
</tr>
<tr>
<td>Normalized topological efficiency $\frac{E_t}{\langle E_{t_{\text{rewire}}} \rangle}$</td>
<td>$0.84 \pm 0.03$</td>
<td>$0.84 \pm 0.03$</td>
</tr>
<tr>
<td>Spearman correlation between topological and physical edge betweenness centrality $\rho$</td>
<td>$0.94 \pm 0.01$</td>
<td>$0.85 \pm 0.02 \ast$</td>
</tr>
<tr>
<td>Normalized physical Rent exponent $\frac{p}{\langle p_{\text{rewire}} \rangle}$</td>
<td>$0.533 \pm 0.002$</td>
<td>$0.522 \pm 0.004 \ast$</td>
</tr>
<tr>
<td>Normalized topological Rent exponent $\frac{t}{\langle t_{\text{rewire}} \rangle}$</td>
<td>$0.59 \pm 0.04$</td>
<td>$0.56 \pm 0.03$</td>
</tr>
<tr>
<td>Ratio of theoretical minimum physical Rent exponent to true physical Rent exponent $\frac{p_{\text{min}}}{p}$</td>
<td>$0.949 \pm 0.004$</td>
<td>$0.978 \pm 0.008 \ast$</td>
</tr>
<tr>
<td>Relative wiring $W_{\text{rel}}$</td>
<td>$0.080 \pm 0.004$</td>
<td>$0.067 \pm 0.005 \ast$</td>
</tr>
<tr>
<td>Relative physical efficiency $E_{\text{rel}}$</td>
<td>$0.36 \pm 0.03$</td>
<td>$0.41 \pm 0.03 \ast$</td>
</tr>
<tr>
<td>Relative robustness $R_{\text{rel}}$</td>
<td>$0.15 \pm 0.01$</td>
<td>$0.16 \pm 0.01 \ast$</td>
</tr>
</tbody>
</table>
Table B. Comparison of network measures between the mycelial and the reduced vasculature networks. The first column indicates the network property. The second and third columns give the mean ± the standard error of the mean for each network property averaged over the population of mycelial networks and the population of reduced vasculature networks, respectively. The last column indicates the level of significance from a two-sample $t$-test used to assess statistical differences in the mean values of each network property between the two types of distribution networks; **$p$-value < 0.001, ***$p$-value < 0.0001.

<table>
<thead>
<tr>
<th>Network property</th>
<th>Mycelial fungi</th>
<th>Vasculature (Reduced)</th>
<th>Significance level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean degree $\langle k \rangle$</td>
<td>2.57 ± 0.05</td>
<td>2.15 ± 0.02</td>
<td>***</td>
</tr>
<tr>
<td>Normalized clustering $\langle C \rangle / \langle C_{rewire} \rangle$</td>
<td>54.67 ± 7.88</td>
<td>9.78 ± 6.14</td>
<td>**</td>
</tr>
<tr>
<td>Alpha index $\alpha$</td>
<td>0.144 ± 0.012</td>
<td>0.039 ± 0.004</td>
<td>***</td>
</tr>
<tr>
<td>Normalized topological efficiency $\langle E_t \rangle / \langle E_{rewire} \rangle$</td>
<td>0.60 ± 0.02</td>
<td>0.84 ± 0.03</td>
<td>***</td>
</tr>
<tr>
<td>Spearman correlation between topological and physical edge betweenness centrality $\rho$</td>
<td>0.65 ± 0.03</td>
<td>0.85 ± 0.02</td>
<td>***</td>
</tr>
<tr>
<td>Normalized physical Rent exponent $\langle p \rangle / \langle p_{rewire} \rangle$</td>
<td>0.609 ± 0.007</td>
<td>0.522 ± 0.004</td>
<td>***</td>
</tr>
<tr>
<td>Normalized topological Rent exponent $\langle t \rangle / \langle t_{rewire} \rangle$</td>
<td>0.44 ± 0.01</td>
<td>0.56 ± 0.03</td>
<td>**</td>
</tr>
<tr>
<td>Ratio of theoretical minimum physical Rent exponent to true physical Rent exponent $E_{\text{min}} / p$</td>
<td>0.826 ± 0.007</td>
<td>0.978 ± 0.008</td>
<td>***</td>
</tr>
<tr>
<td>Relative wiring $W_{\text{rel}}$</td>
<td>0.302 ± 0.013</td>
<td>0.067 ± 0.005</td>
<td>***</td>
</tr>
<tr>
<td>Relative physical efficiency $E_{\text{rel}}$</td>
<td>0.43 ± 0.03</td>
<td>0.41 ± 0.03</td>
<td>—</td>
</tr>
<tr>
<td>Relative robustness $R_{\text{rel}}$</td>
<td>0.38 ± 0.02</td>
<td>0.16 ± 0.01</td>
<td>***</td>
</tr>
</tbody>
</table>
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