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Abstract

Spatial transcriptomics (ST) technologies provide powerful tools for analyzing spa-
tial distribution patterns of gene expression in tissue samples. However, they are
limited by sparse gene detection and incomplete expression coverage. Several
computational approaches based on reference scRNA-seq have been proposed to
impute ST data and have achieved impressive results. However, these methods fail
to fully explore latent temporal dependencies among cells and cannot accurately
capture hidden gene-level regulatory mechanisms. To overcome those limitations,
we propose SpalLSTF, a novel method for enhancing ST gene expression using a
conditional diffusion model guided by scRNA-seq data. SpaLSTF captures gene
expression relationships through a dual Markov process: one progressively perturbs
scRNA-seq data with noise, while the other denoises it to reconstruct the original dis-
tribution. To effectively model contextual dependencies among cell states, we adopt
a bidirectional long short-term memory (BiLSTM) network. Furthermore, we design

a cross-covariance attention mechanism within a Transformer (XCA-Transformer) to
efficiently compute attention coefficients between gene expression and accurately
predict the noise added at each step. In addition, we introduce a variational lower
bound (VLB) objective and introduce Kullback-Leibler (KL) divergence as a regular-
ization term, along with mean squared error loss, to ensure that the generated noise
follows the target distribution. We compared the performance of SpaLSTF with seven
state-of-the-art methods on twelve cross-platform datasets covering a variety of
tissues and organs using nine evaluation metrics. Experimental results demonstrated
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that SpaLSTF outperforms competing methods in gene expression imputation, cell
population identification, and spatial structure preservation.

Author summary

Computational approaches based on reference scRNA-seq have been proposed
to impute ST data and have some limitations. We propose SpalLSTF, a novel
method for enhancing ST gene expression using a conditional diffusion model
guided by scRNA-seq data. SpaLSTF captures gene expression relationships
through a dual Markov process. We adopt a bidirectional long short-term mem-
ory (BILSTM) network to effectively model contextual dependencies among cell
states. Furthermore, we design a cross-covariance attention mechanism within
a Transformer (XCA-Transformer) to efficiently compute attention coefficients
between gene expression and accurately predict the noise added at each step.
In addition, we adopt a variational lower bound (VLB) objective and introduce
Kullback-Leibler (KL) divergence as a regularization term, along with mean
squared error loss, to ensure that the generated noise follows the target distribu-
tion. Experimental results demonstrated that SpaLSTF outperforms competing
methods in gene expression imputation, cell population identification, and spatial
structure preservation.

Introduction

Spatial transcriptomics (ST) technologies have greatly promoted the exploration of
spatial cellular organization [1,2]. However, ST-derived gene expression data are
highly sparse with limited detected genes, hindering accurate gene quantification and
spatial analysis. Gene imputation in ST data faces huge challenges [3,4]. Single-cell
RNA sequencing (scRNA-seq) provides single-cell resolution high-throughput tran-
scriptome data that substantially improve the quality and interpretability of spatial
gene expression data [5,6], facilitating more accurate ST studies [7-9]. In recent
years, computational approaches based on reference scRNA-seq data have become
indispensable for gene imputation and comprehensively decoding the spatial tran-
scriptome landscape [10—13].

Numerous computational approaches (Tangram [14], gimVI [15], stPlus [16],
SpaGE [17], uniPort [18], and SpatialScope [19]) have emerged to recover missing
gene expression leveraging reference scRNA-seq data. These approaches typically
presume that gene expression patterns in scRNA-seq and ST data are compara-
ble. By analyzing expression patterns of shared genes, they compute the similarity
between scRNA-seq cells and ST spots, and utilize scRNA-seq profiles to impute
undetected genes in ST data. Consequently, accurate cross-modal cell alignment
is crucial for high-fidelity imputation. However, both ST and scRNA-seq data suffer
from sparsity, and the number of genes shared across modalities is often limited,
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which complicates the matching process [20]. In addition, batch effects between datasets further distort similarity mea-
sures, and neither decoder nor K-nearest neighbor (KNN)-based methods employed in the aforementioned computational
approaches can effectively address batch effects. As a result, the predicted gene expression and original ST measure-
ments may reside in distinct batch spaces, reducing the accuracy of imputation and complicating downstream analyses
[21-23].

To address these challenges, a diffusion-based model [24,25] stDiff [26] was developed. Unlike cell-similarity-based
methods, stDiff extracts latent gene regulatory signals from scRNA-seq data to guide the imputation of ST data. Based on
the assumption that ST and scRNA-seq data from the same tissue region share analogous gene expression profiles, stDiff
learns the inter-gene dependencies present in scRNA-seq and leverages this information to predict undetected genes in
ST, thereby enabling reconstruction of a more complete ST data [27]. However, stDiff does not fully explore latent tem-
poral dependencies among cells, which may lead to imputation results that fail to accurately reflect true gene expression
patterns within tissue microenvironments. In addition, traditional self-attention mechanisms operate at the cellular level
and is difficult to accurately capture the hidden gene-level regulatory mechanisms, which leads to noise prediction bias
and reduces imputation accuracy.

To overcome these limitations, we propose SpalLSTF, as illustrated in Fig 1, a conditional diffusion model incorporating
BiLSTM [28], XCA-Transformer, and KL divergence [29] regularization to improve imputation accuracy while preserving
the structural integrity of ST data and enhancing generalization capability. Specifically,

SpalLSTF incorporates BiLSTM network into conditional data and utilize its sequential modeling capabilities to cap-
ture complex interrelationships among cell states, thereby preserving the spatiotemporal structure of ST data. Although
ST data are not temporal sequences, spatially adjacent spots often exhibit strong biological continuity and correlated
gene expression profiles. By capturing bidirectional contextual information, BiLSTM effectively models this spatial con-
tinuity, thereby improving the accuracy of imputing unmeasured genes. We introduce a Transformer module with cross-
covariance attention mechanism [30], called XCA-Transformer, which directly computes attention relationships between
gene expression abundances. The XCA (cross-covariance attention) module is designed to explicitly model dependencies
among genes along the gene dimension. Compared with conventional self-attention mechanisms that primarily focus on
spatial or cell-level interactions, XCA is more suitable for capturing gene—gene co-expression and regulatory relation-
ships, which are critical for high-dimensional gene expression imputation, enhancing the model’s ability to capture gene
interaction patterns and improving the accuracy of noise prediction. To enhance the generative capability of the model,
we adopt the concept of variational lower bound [31] (VLB) and use Kullback-Leibler (KL) divergence as a regularization
term combined with mean squared error (MSE) loss [32]. This combination guides generated gene expression toward the
target distribution while alleviating batch bias. To the best of our knowledge, this is the first time that a conditional diffu-
sion model combining BILSTM, XCA-Transformer and KL divergence regularization has been applied to the task of ST
data imputation. SpaLSTF can fully capture the latent temporal dependencies among cells, accurately capture the hidden
gene-level regulatory mechanisms, and improve the accuracy of imputation. We compared the performance of SpaLSTF
with seven methods (one shallow learning algorithm and six state-of-the-art deep learning (DL)-based methods) on twelve
datasets (see Table 1) from multiple platforms and organizations. Experimental results demonstrated that SpaLSTF not
only improves gene imputation accuracy but also better preserves the topological structure among ST cell populations,
offering a novel and effective solution for high-precision ST data enhancement.

Results
Ablation experiments

To evaluate the contribution of each key component in SpaLSTF, we conducted a comprehensive ablation study includ-
ing both removal-based and retention-based variants. Specifically, we constructed two conventional ablation models: w/o
BiLSTM and w/o XCA. The w/o BiLSTM variant removes the BiLSTM module from SpaLSTF, while the w/o XCA variant
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Fig 1. Overview of the SpaLSTF Framework. (A) Simplified structure of DDPM. (B) Training process of SpaLSTF on scRNA-seq data. (C) Inference
process of SpalLSTF on ST data.

https://doi.org/10.1371/journal.pcbi.1013954.g001

replaces the XCA mechanism with a standard self-attention module. In addition, we introduced two complementary control
variants that retain only the diffusion backbone with a single auxiliary component, namely Diffusion+BiLSTM only and
Diffusion + XCA only.

We evaluated the performance of all methods on twelve ST datasets using two representative metrics: SPCC for gene
expression similarity and ARI for clustering accuracy. As shown in Fig 2, removing the BiLSTM module leads to a clear
performance decline in both metrics, highlighting its importance in modeling cell-level contextual dependencies. A more
pronounced degradation is observed when the XCA module is removed, underscoring its critical role in capturing gene-
level dependency structures and mitigating noise within the denoising network. Notably, the two “only” variants further
exhibit lower SPCC and ARI values compared with their corresponding w/o counterparts, indicating that the absence of KL
regularization negatively affects training stability and overall performance.
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Table 1. Summary of the twelve validation dataset pairs.

Spatial data scRNA-seq data
Data pair Tissue Cell num Gene num Reference Cell num Gene num Reference
Dataset1_osmFISH Somatosensory cortex 3405 33 [30] 14 249 34 041 [31]
Dataset2_seqFISH+ Cortex 524 10 000 [32] 14 249 34 041 [31]
Dataset3_MERFISH Primary visual cortex 2399 268 [33] 14 249 34 041 [31]
Dataset4_ISS Primary visual cortex 6000 119 [33] 14 249 34 041 [31]
Dataset5_FISH Embryo 3039 84 [34] 1297 8924 [34]
Dataset6_BARISTAseg Primary visual cortex 11 426 80 [35] 14 249 34 041 [31]
Dataset7_MERFISH Mop 5551 247 [36] 14 249 34 041 [31]
Dataset8_seqFISH Embryonic 175 45 [37] 9991 16 477 [38]
Dataset9_STARmap Visual cortex 1549 1020 [39] 14 249 34 041 [31]
Dataset10_STARmap Prefrontal cortex 1380 166 [39] 7737 14 837 [40]
Dataset11_ExSeq Primary visual cortex 1154 42 [41] 14 249 34 041 [31]
Dataset12_MERFISH Osteosarcoma 645 12 903 [42] 9234 19 098 [43]
https://doi.org/10.1371/journal.pcbi.1013954.t001
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Fig 2. Boxplots showing the ablation experiments on all twelve datasets.

https://doi.org/10.1371/journal.pcbi.1013954.g002

Although the ablation variants still outperform most competing methods, the complete SpaLSTF model consistently
achieves the best performance across all metrics, demonstrating that optimal performance is achieved only when BiL-
STM, XCA, and KL regularization operate jointly. For all ablation experiments, we used the same training configuration as
the full model, including batch size, learning rate, number of epochs, and optimizer settings, and only modified the corre-
sponding target components.

Performance comparison of methods for preserving cellular topological structure

To evaluate the method’s ability to preserve structural relationships among cells, we performed five-fold cross-validation
on ST datasets without utilizing cell type labels. We then performed Leiden clustering [33] on the imputed data, used the
clustering results of the original ST data as the reference standard, and evaluated the clustering performance using AR,

AMI, Homo, and N

MI [33-35].
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We compared the performance of SpaLSTF with Tangram [14], gimVI [15], SpaGE [17], stPlus [16], uniPort [18],
SpatialScope [19], and stDiff [26] on twelve datasets (see Table 1) from multiple platforms and organizations. Compre-
hensive clustering evaluation of all methods across twelve datasets was presented in S1 Table. We selected six rep-
resentative datasets (Dataset1_osmFISH, Dataset2_seqFISH +, Dataset3_MERFISH, Dataset4_ISS, Dataset5_FISH,
Dataset6_BARISTAseg) from various sequencing platforms for detailed analysis, and performance evaluation was
shown in Fig 3.

As shown in Fig 3, SpaLSTF outperforms all competing methods on four evaluation metrics. For instance, in Data-
set1_osmFISH, SpaLSTF achieved scores of 0.251 (ARI) and 0.328 (AMI), exceeding the second-best method, stPlus,
by 24.3% and 2.5%, respectively. In Dataset2_seqFISH+, SpaLSTF achieved Homo and NMI scores of 0.789 and 0.743,
representing improvements of 4.6% and 4.8% over stDiff (the second-best method). These results indicate that the
imputed data generated by SpaLSTF better preserve cellular neighborhood relationships, facilitating the identification of
cellular populations. In contrast, Tangram performed worst across all datasets, with average scores of 0.235 and 0.135
for ARI and AMI, significantly lower than those of SpaLSTF. Additionally, gimVI, SpaGE, stPlus, uniPort, and SpatialScope
exhibited inconsistent performance depending on the dataset. While some of these methods ranked second or third in
certain datasets, their overall performance lacked stability. Notably, SpaLSTF consistently outperformed stDiff (another dif-
fusion model-based method) across almost all datasets (see S1 Table). These results highlight SpaLSTF’s superior ability
in capturing spatial transcriptomic patterns while effectively preserving intercellular similarity relationships.

Comparison of imputation performance of methods at the gene-level

In this section, we evaluated the imputation performance of the method at the gene-level using five-fold cross-validation
combined with four quantitative metrics (SPCC, SSIM, RMSE, and JS). We compared the performance of SpaLSTF with
Tangram [14], gimVI [15], SpaGE [17], stPlus [16], uniPort [18], SpatialScope [19], and stDiff [26] on twelve datasets (see
Table 1). We selected four representative datasets (Dataset7_MERFISH, Dataset8_seqFISH, Dataset9_STARmap, and

0.4 1 0.8+ 0.8 1
0.6 0.6 1
0.2 1 0.44 0.4
024 024 | Methods
Tangram
N oimVI
0.0 - 0.0- 0.0 -
ARI AMI Homo NMI ARI AMI Homo NMI ARI AMI Homo NMI SpaGE
Metrics Metrics Metrics e stPlus
Datasetl_osmFISH Dataset2_seqFISH+ Dataset3_MERFISH Do
0.4+ 1.0 0.6 1 B SpatialScope
e stDiff
0.8 B Spal STF
0.4 A
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0.2 1
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0.0- 0.0- 0.0 -—= 3 8
ARI AMI Homo NMI ARI AMI Homo NMI ARI AMI Homo NMI
Metrics Metrics Metrics
Dataset4_ISS Dataset5_FISH Dataset6_ BARISTAseg

Fig 3. Clustering metrics (ARI, AMI, Homo, NMI) were used to assess the topological similarity between real ST data and imputed ST data
across various ST platforms.

https://doi.org/10.1371/journal.pcbi.1013954.g003
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Dataset10_STARmap) for detailed analysis (Fig 4), and the comparison results of the methods on the remaining eight
datasets were shown in S1 Fig.

As shown in Fig 4, SpaLSTF achieves the highest similarity to ground truth across the four datasets. For example, in
Dataset8_seqFISH, SpaLSTF achieved a median SPCC score of 0.134, surpassing the second-best method, stDiff, by
24%. Similarly, the median SSIM score of SpaLSTF is 0.122, representing a 15.1% improvement over stDiff. Furthermore,
SpalL STF outperformed most methods in terms of RMSE and JS, further demonstrating that its imputed gene expression
data closely approximated real ST data.

It is noteworthy that among all methods, SpaLSTF not only achieves the best performance on gene-level metrics but
also maintains the highest consistency in cellular topological structure (see S1 Table). This suggests that SpaLSTF is
more effective in preserving the overall spatial topology while reconstructing the true gene expression pattern. However,
despite their superior performance, all methods still exhibit limitations in gene-level imputation accuracy, indicating that
there is still room for further improvement in aligning imputed data with real data. Moreover, in some datasets, even
SpalLSTF shows relatively high RMSE values, highlighting the challenge of noise reduction in imputing gene expression
data [36-38].

A 1-SPCC 1-SSIM RMSE
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Fig 4. Evaluation metrics (1-SPCC, 1-SSIM, RMSE, JS) were used to quantify gene expression similarity between real ST data and predictions
from Tangram (Tan), gimVI (gim), SpaGE (Spa), stPlus (stP), uniPort (uni), SpatialScope (SpS), stDiff (stD), and SpaLSTF (LSTF) across multi-
ple ST platforms. (A)-(D) correspond to Dataset7_MERFISH, Dataset8_seqFISH, Dataset9_STARmap, and Dataset10_STARmap from Table 1.

https://doi.org/10.1371/journal.pcbi.1013954.g004
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Comparison of alignment performance between imputed data and real ST data

To observe the alignment between imputed data and real ST data in a visualized form, we performed five-fold cross-
validation and applied UMAP for dimensionality reduction to project scRNA-seq, real ST, and imputed ST data into a
shared low-dimensional space. In the results of the imputation method, the distributions of imputed ST and real ST data
should be close to each other while both are far from the scRNA-seq data. We compared the performance of SpaLSTF
with Tangram, gimVI, SpaGE, stPlus, uniPort, SpatialScope, and stDiff on Dataset11_ExSeq and Dataset12_MERFISH.

As shown in Fig 5, the imputation results of Tangram, gimVI, stPlus, SpaGE, uniPort, and SpatialScope show signifi-
cant differences from the real ST data, while the imputation results (in orange) of the diffusion-based methods SpaLSTF
and stDiff closely approximate the real ST data (in green). For example, in Dataset11_ExSeq (Fig 5A), the distributions of
imputation results from Tangram, SpaGE, stPlus, and uniPort were more consistent with the scRNA-seq data than with the
real ST data, suggesting that these methods retain batch effects from scRNA-seq in their imputed ST data. In Dataset12_
MERFISH (Fig 5B), compared to 9,234 scRNA-seq cells, the number of ST cells is only 645. Despite this, SpaLSTF and
stDiff still provided stable and accurate imputation of ST data, while other methods exhibited substantial deviation from
real ST data. Overall, SpaLSTF outperformed the other methods in aligning imputed data with the real ST data.

The imputation strategy of SpaLSTF is fundamentally different from that of other methods. SpalLSTF utilizes a diffusion
process combined with BiLSTM and XCA-Transformer modules to model gene expression dependencies in scRNA-seq
data. As a result, the imputed ST data is more consistent with the real ST data. In contrast, other methods typically rely
on cellular similarity between scRNA-seq and ST data. These strategies include averaging gene expression from the
k-nearest scRNA-seq neighbors, reconstructing ST data using decoders trained on scRNA-seq data, or drawing sam-
ples from the scRNA-seq distribution guided by ST data with batch effects eliminated. These methods essentially embed
ST data into the batch space of scRNA-seq data, enhancing expression patterns within that space. However, due to the
inherent batch differences between ST and scRNA-seq data, such mapping often hinders accurate recovery of the real ST
data, resulting in noticeable discrepancies.

SpalLSTF enables accurate reconstruction of gene expression while preserving well-defined spatial patterns

In addition to quantitatively assessing the similarity between real and imputed ST gene expression, we also evaluated the
consistency of spatial patterns by visualization. We selected four genes that exhibited well-defined patterns from the Data-
set5_FISH embryonic tissue dataset. We compared the performance of SpaLSTF with Tangram, gimVI, SpaGE, stPlus,
uniPort, SpatialScope, and stDiff.

As shown in Fig 6, in the ground truth, the lower half of the region of the sna gene shows a horizontal spatial pattern,
which is accurately captured by SpalLSTF, SpaGE, stPlus, uniPort, and stDiff. These methods effectively delineated
the expression boundary in the lower region, with SpaLSTF and stDiff show superior precision in both the left and right
regions. In contrast, Tangram and gimVI exhibited a more disordered expression distribution between the high and low
expression areas, while SpatialScope excessively constrained the high expression region.

For the trn gene following the vertical spatial pattern, SpaLSTF successfully reconstructed the vertical boundaries and
captured the contours with high precision. In contrast, other methods produced blurrier boundaries. stPlus, SpaGE, and
uniPort consistently overestimated expression levels across the entire spatial domain, while Tangram, gimVI, and Spatial-
Scope generally underestimated overall gene expression levels. The results of stDiff showed some blurring and disconti-
nuities on some vertical contour lines.

For the tkv gene exhibiting a complex spatial pattern, SpaLSTF’s predictions closely matched the intricate expression
pattern, particularly in the high-expression region in the upper-left corner. In contrast, the results from other methods
showed significant discrepancies from the true spatial pattern.

For the Antp gene, which exhibits a sharply localized expression in a narrow central region, SpaLSTF successfully
reproduced the true spatial pattern. In contrast, all other methods, except SpatialScope, significantly overestimated the
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Fig 5. UMAP visualizations of scRNA-seq, true ST data, and imputed ST data produced by SpaLSTF and other competing methods. (A) and (B)
correspond to Dataset11_ExSeq and Dataset12_MERFISH from Table 1, respectively.

https://doi.org/10.1371/journal.pcbi.1013954.g005

spatial distribution of the Antp gene. Although the expression boundaries generated by SpatialScope are close to the true
spatial pattern, its predictions lack the clarity observed in the real data. Furthermore, SpatialScope consistently underesti-
mated the expression levels of marker genes across all four genes (sna, trn, tkv, Antp).
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Fig 6. Spatial expression predictions of genes with known patterns in Dataset5_FISH. Each column represents a gene with distinct spatial fea-
tures. The top row shows the ground truth, while the following rows display predictions from SpaLSTF and competing methods.

https://doi.org/10.1371/journal.pcbi.1013954.g006
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Comparison of overall performance of methods on twelve datasets

In section ‘Performance comparison of methods for preserving cellular topological structure’ and section ‘Comparison of
imputation performance of methods at the gene-level’, we benchmarked the performance of eight imputation methods
across twelve datasets using four clustering (ARI, AMI, NMI, and Homo) and four similarity metrics (SPCC, SSIM, RMSE,
and JS). In this section, we introduced an aggregated AS [39] composite index for a comprehensive comparison.

We used AS to combine the results of the four clustering metrics to evaluate the consistency of the cellular topological
structure between the imputed data and the real data. As shown in Fig 7A, SpaLSTF achieves the best overall clustering
performance, with its median AS index exceeding the upper quartile of all competing methods. Following closely behind
are gimVI, stPlus, and stDiff, with stDiff showing relatively stable results. However, Tangram performed poorly, ranking last
in most datasets.

We used AS to combine the results of the four similarity metrics to evaluate gene-level similarity between imputed and
real data. As shown in Fig 7B, SpaLSTF outperforms competing methods. Fig 7C presents a summary of the integrated
evaluation results of both cell clustering and gene-level similarity, and SpaLSTF performs the best and is the most robust,
ranking first in both metrics. Although Tangram performed relatively well in gene-level similarity, its clustering accuracy
was substantially lower, suggesting a potential disruption of cellular structural information and limited use in identifying cell
populations. gimVI, SpaGE, and stPlus showed comparable overall performance, with stPlus favoring clustering accuracy,
while gimVI and SpaGE prioritized gene-level similarity but showed reduced consistency in cell clustering. stDiff ranked
second overall, offering a balanced and competitive performance in both metrics. SpatialScope performed poorly on both
metrics, resulting in the lowest composite index among all methods.

Biological pathway consistency analysis across cluster pairs

To further investigate the biological interpretability of SpaLSTF, we conducted a pathway-level consistency analysis on
Dataset2_seqFISH+ to evaluate whether the imputed gene expression profiles preserve biologically meaningful functional
signals beyond gene-wise accuracy.

Specifically, we performed differential expression analysis between multiple pairs of cell clusters identified by Leiden
clustering in the ground-truth spatial transcriptomics data. For each cluster pair, the top differentially expressed genes
were subjected to Gene Ontology (GO) biological process enrichment analysis. The resulting enriched pathways derived
from the imputed data were then compared with those obtained from the ground truth.

Two complementary metrics were used to quantify biological consistency: (1) the overlap ratio of the top enriched
pathways between the imputed data and the ground truth, and (2) the Spearman correlation of enrichment scores across

A B C
Tangram E:]I}—'—& . Tangram Dz'—o—Q . Tangram EI'——‘ .
SpatialScope #—*0-—'—0—6 SpatialScope +—0--_—0—'—6 SpatialScope +—°—°-—°—°—§
StDff . — - StDff . — it StDiff . — -
SpaLSTF s o SpaLSTF s o 4 SpaLSTF [ [ IR Y
02 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0

cluster_accuracy_score

Fig 7. AS scores across twelve datasets for all methods

gene_accuracy_score

all_accuracy_score

. (A) Clustering metrics. (B) Gene similarity metrics. (C) Overall AS combining all metrics.

https://doi.org/10.1371/journal.pcbi.1013954.g007
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commonly enriched pathways. These metrics respectively reflect the agreement in functional categories and the con-
sistency of pathway importance ranking. As shown in Fig 8, SpaLSTF consistently achieved the highest pathway over-
lap ratio and enrichment score correlation among all compared methods when averaged across multiple cluster pairs
(mean tstandard deviation). In contrast, baseline methods exhibited lower overlap and more variable enrichment correla-
tions, indicating a reduced ability to preserve coherent biological programs across cellular states.

These results demonstrate that SpaLSTF not only improves gene expression imputation accuracy, but also bet-
ter maintains biologically interpretable functional structures at the pathway level. This suggests that the integration of
diffusion-based denoising with BiLSTM and XCA modules enables SpalLSTF to capture gene regulatory patterns that are
more consistent with underlying biological processes.

Discussion

In this study, we proposed SpalLSTF, a novel conditional diffusion-based model to impute the missing gene expression in
ST data. By incorporating BiLSTM network, XCA-Transformer, and KL divergence regularization, SpaLSTF can fully cap-
ture the latent temporal dependencies among cells, accurately capture the hidden gene-level regulatory mechanisms, and
improve the accuracy of imputation. We compared the performance of SpaLSTF with Tangram, gimVI, SpaGE, stPlus,
uniPort, SpatialScope, and stDiff on twelve cross-platform datasets covering different tissues and organs using nine evalu-
ation metrics (SPCC, SSIM, RMSE, JS, ARI, AMI, NMI, Homo, and AS). Experimental results demonstrated that SpaLSTF
consistently outperforms competing methods in terms of gene expression accuracy and cell topological structure pres-
ervation. This indicates that SpaLSTF is a powerful solution for ST data imputation, capable of accurately enhancing ST
data, particularly in cases of sparse data and limited gene coverage.

One limitation of SpalL.STF is that attention-based components such as XCA require larger attention matrices as the
number of genes increases, which may lead to higher memory consumption; however, this overhead remains manageable
under the commonly used GPU resources in our experimental settings.

Histological images and protein expression information can provide richer biological context information for the model,
thereby enhancing the model’s ability to distinguish cellular identities and improving the accuracy and robustness of gene
expression prediction. By developing a multimodal integration framework, SpaLSTF is expected to enable more efficient
ST imputation in challenging scenarios with low gene coverage or high technical noise. From a modeling perspective, the
diffusion process mitigates batch effects by gradually perturbing input data and learning to reconstruct signals from noise,
which reduces sensitivity to platform-specific technical variations and emphasizes shared distributional characteristics
across datasets.
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Fig 8. Pathway-level biological consistency analysis across cluster pairs.

https://doi.org/10.1371/journal.pcbi.1013954.g008
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Materials and methods
Data preparation

We evaluated the performance of SpaLSTF on twelve paired ST and scRNA-seq datasets [39-52]. These ST datasets
come from a wide variety of experimental protocols, cover different tissues and organs, and contain different numbers of
genes and cells. The details and sources of these datasets are listed in Table 1. Notably, the first dataset contains pre-
defined cell type labels, while the remaining ST datasets have no such annotations.

Experiment settings

For the diffusion process, we set the training epoch to 1200 and validation step to 1500 for all datasets. When the number of
genes exceeds 500, we set the batch size to 512 and the hidden size to 1024 to provide sufficient representational capacity
for modeling high-dimensional gene expression patterns; otherwise, we use a batch size of 2048 and a hidden size of 512
for improved computational efficiency. For the BILSTM module, we set the hidden_size to 128 and number of layers to 2. For
the XCA-Transformer module, the number of multi-head cross-covariance attention layers is set to 6 with 16 attention heads.
The model is optimized with the AdamW [52] optimizer with a learning rate of 1e-4. All results were obtained on a NVIDIA
RTX 4090 GPU with 128GB of memory. We executed the competing methods using their default parameters.

The SpalLSTF framework

SpalL STF is formulated as a denoising diffusion probabilistic model (DDPM) [24], including two coupled Markov chains: a
forward diffusion process and a reverse denoising process. The overall framework is illustrated in Fig 1.

The DDPM framework

As shown in Fig 1A, the forward process incrementally adds Gaussian noise to the input gene expression matrix xg
according to the given distribution q (x| xs—1), which is a predefined forward diffusion distribution and is fixed during train-
ing. The process is carried out over time steps ¢, gradually transforming the data into a standard Gaussian distribution.

In contrast, the reverse diffusion process gradually reconstructs the original data using the learned denoising conditional
distribution py (xe1| X¢). Starting from pure noise xr ~ N (0,/), the model performs iterative denoising to reconstruct a final
gene expression matrix Xb in ¢ x g, ¢ and g denote the number of cells and genes, respectively.

Training procedure

Fig 1B outlines the training process of SpaLSTF, where the model learns the complex interactions among gene expres-
sion levels from reference scRNA-seq data through both noise addition and denoising. First, we perturb the reference
scRNA-seq data xj by injecting stochastic noise to address the batch effect discrepancies between ST and scRNA-seq
modalities, while adaptively aligning their distributions during training to enhance SpaLSTF’s robustness. This strategy not
only diversifies the training dataset but also maintains intrinsic gene-gene relationships, ensuring that the model empha-
sizes the gene-gene interactions rather than the absolute expression values. The resulting perturbed dataset, denoted as
on, is then used for training.

Atime indext ~ U(1,T) is sampled in each training iteration, and Gaussian noise ¢ is added to )?0 at step t, resulting in
the corrupted input )?t, as described in (1).

Xt = /i Xo -/ 1=, e~ N(0,), (1)

where 7t is computed as Hlea,. The hyperparameters «;.1 are defined using the cosine function, ensuring that 0 < oy < 1
for all t. At each iteration, these parameters control the noise’s mean and variance.

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1013954 February 10, 2026 13/20




Computational
PLOS " Biology

Subsequently, the unlque gene component from xt and the shared gene component from xo are specifically isolated

and merged to construct Xr—Xo M+ xt (1 —m). ‘unique gene component’ represents gene expressions observed only in
the scRNA-seq dataset, whereas ‘shared gene component’ represent gene expressions observed in both modalities.
m € {0, 1}°*? is a binary matrix where entries corresponding to shared genes are assigned value 1, while entries corre-
sponding to unique genes are assigned the value 0. Operator x represents element-wise multlpllcat|on A BIiLSTM module
is then used to capture the relationships in the masked conditional cell state data y = B/LSTM( 0 *m). Fwally, x,and y
are fed to the XCA-Transformer denoising module to estimate the added noise ¢’ = XCA_Transformer (xt, v, t) at time-
step t.

During training, the loss is calculated based on the noise associated with the masked unique gene components:

loss =MSE (e« (1 — m),e’ x(1—m))
+a- D (q(e s (1=m) | ple + (1 = m)) @

where q(-) and p(-) represent the predicted noise distribution and the real noise distribution, respectively. The weighting
coefficient « is set according to the dimensionality of the predicted gene space: a = 2.8 for low-dimensional gene predic-
tion tasks and a = 0.02 for high-dimensional settings. KL divergence is incorporated as a regularization term in combi-
nation with the MSE loss to ensure both the accuracy of predicted noise values and the consistency between generated
noise and the target distribution.

Inference procedure

In the inference phase (Fig 1C), SpaLSTF leverages the functional mapping learned during training to reconstruct
whole-transcriptome ST data. Initially, ST data is augmented to form a conditional vector y, wherein the unique gene com-
ponent is zero-filled. At time t = T, stochastic noise vector x; is generated. The shared gene component from y provides
conditional signal that guide the reverse diffusion process, which also passes through the BiLSTM module and is then
concatenated with the unique gene components of x; to construct the complete input x', = yx m+ xx(1 — m). This
composite input x, along with ¥ generated by BiLSTM module, is then processed by the pre-trained transformer denois-
ing network to estimate the noise at time T. The estimated noise is subsequently utilized to generate the state x’T_1 at time
t = T—1according to equation (3). The reverse diffusion process is iteratively performed over T steps, culminating in the
final prediction at t = 0:

1 1—at s
X1 — — [ X¢— transformer (x;, y , t V1=
1 \/O7t<t = (Xpy ))+ et

where gt ~ N(0,/).

BiLSTM module

BILSTM simultaneously processes information in both forward and backward directions, enabling the model to capture
global context from both ends of the cell sequence data, it captures bidirectional contextual dependencies among cellular
states in the conditional feature space, where transcriptionally similar cells tend to exhibit coherent functional and latent
structural relationships. SpaLSTF leverages the memory mechanism of this module to effectively capture long-distance
dependencies among cells in the conditional data y, thereby more accurately reflecting the complex interactions between
cells. As a result, richer and more accurate conditional information ¥ is generated to guide the process. LSTM units con-
trol the flow of information through three gates (input, forget and output), and their calculation formulas are described in

equation (4):
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it =oc(Wxiyt + Whi hey + Weicr + by)

fe = o (Wyr Yt + Whr hea + Wor et + by)

¢t =ff ®C1 +ir® tanh(ch Yt + Whe hey + bc)

Ot = U(on t+ Who heer + Weo ¢ + bo)

ht = o ® tanh (cy) (4)

where y; is the current input vector, h._; and c¢.; are the hidden state and cell state at the previous time step, respectively.
o denotes sigmoid activation function, tanh denotes hyperbolic tangent activation function, ® denotes element-wise multi-
plication, while W and b are the corresponding weight matrices and bias vectors.

Specifically, BILSTM processes the cell sequence data from both ends to obtain the forward hidden states and back-
ward hidden states, and then concatenates them to produce a representation that integrates bidirectional information:

h = LSTM yt,/ﬁ), t=1,2,...n
he = LSTM yt,iﬁ), t=nn-1,..1
ht:|:h—t>§;;]

Finally, the entire conditional sequence is encoded by BiLSTM to form the new conditional feature matrix
y :{h1 1h2 !"'1hn}.

XCA-Transformer module

The new copditional data ¥ and the encoded time t are fused to serve as the key and are input into the attention layer
along with x,. As shown in equation (6), we introduce a multi-head cross-covariance attention (XCA) mechanism into the
diffusion Transformer model to replace the traditional self-attention mechanism, thereby focusing on the calculation of
attention coefficients among gene expression abundances rather than among cells. This modification plays an important
role in capturing the relationships among gene expression abundances and more accurately predicting the noise data ¢, in
x, at time t.

H(¢") = concat (head, heads, . . ., heady) x WP
XC_Attention (Q, K, V) = V - softmax (%)

head; = XC_Attention (A LY HHWE (v + 1) ) ©

where k denotes the number of heads and the weight matrix WP aggregates attention heads, Q, K, V represent ‘Query’,
‘Key’ and ‘Value’, respectively. Additionally, VI/,Q WK, and WY are weight matrices. The Attention Map, denoted as <%),
has a shape of g x g, storing attention weights contributed by Query and Key representing each gene. V represents the
value component in the cross-covariance mechanism. Finally, the attention matrix of each attention head can be attained
by multiplying weight coefficients calculated by the values of V and soffmax(-).

The local patch interaction (LPI) block is introduced after each XCA block to enable explicit communication between

patches. The feed-forward network (FFN) enables global feature interaction across all features.
Evaluation methods

1) Gene Expression Prediction: At the gene level, we use cross-validation combined with four evaluation metrics to
evaluate the consistency between the predicted and ground-truth ST data. The four evaluation metrics are Spearman’s
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rank correlation coefficient [53] (SPCC), structural similarity index measure (SSIM), root mean square error (RMSE),
and Jensen-Shannon divergence (JS). Higher SPCC and SSIM scores, or lower RMSE and JS values, reflect improved
prediction performance.

DY i

SPCC (i) =
PCC (i) 1 n= 1) -

where i denotes the i-th gene, j denotes the j-th cell, and n denotes the cell count. dj denotes the difference between the

predicted and true expression values of the i-th gene in the j-th cell.

(21 (T) 1 (Py) + C2) (2c0v (T;, P)) + C2)
(W2 (T) + 12 (P) + GF) (o7 (T)) + 0 (P) + C3) ®)

SSIM (i) =

where P; and T; denote the vectors of the i-th gene in predicted values and ground truth, respectively. u () denotes the
average value and o () denotes the standard deviation calculation process.

where z and z denote the scores from the ground truth and predicted expressions, respectively.

IS = 3 [KL (i) | 20522 ) 1 KL (1(P)

] 2T +6(P) )}

i T.
P (X) = s, KU(TI [ P) = (T,-,- " IOQPZ')
=1

(10)

where ¢; (x) denotes the distribution probability of gene i, and KL(|) computes the KL divergence.

2) Clustering Performance: To assess spatial clustering performance [54—-56], we use the adjusted rand index (ARI),
adjusted mutual information (AMI), normalized mutual information (NMI) and homogeneity (Homo) to measure the con-
sistency between imputation results and ground truth.

P
(2 ) =EE0

5
2 (11)

where o; and 3; denote the count of spots in the i-th cluster of predicted cluster P and the j-th cluster of true cluster T,
respectively, n; denotes overlap between the i-th cluster of P and the j-th cluster of T.

Mi(Pg, T¢)

NM| = —————
H(Pe) - H(Tc) (12)
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AMI — MI(Pg, Tc) —E (MI(Pg, Tg))
avg (H(Pc),H(Tc))—E(MI(Pc, Tc)) (13)
_,_H(Td|P.)
Homo =1 7H(TC) (14)

where MI (P, T;) denotes the mutual information between P; and T, H (P;) and H (T;) denote the entropy of P; and Tg,
and E (MI( P, T;)) denotes the expected mutual information under the stochastic model.

3) Overall Accuracy Score: We assess different imputation methods using various evaluation metrics from both gene and
cell perspectives. In this section, we introduce the accuracy score (AS) [39] to calculate the overall accuracy score of
each method. For each dataset and evaluation metric, we sort the methods in ascending order and assign correspond-
ing ranks. AS refers to the average ranking across all datasets and metrics, with higher scores indicating better overall
effectiveness.

4) Comparison Methods: We compared SpaLSTF with Tangram [14], gimVI [15], SpaGE [17], stPlus [16], uniPort [18],
SpatialScope [19], and stDiff [26] to test the performance of SpaLSTF. These methods include one shallow learning
algorithm (SpaGE) and six state-of-the-art DL-based methods (Tangram, gimVI, stPlus, uniPort, SpatialScope, and
stDiff). Tangram (2021) used a deep learning framework to map multimodal single data on spatial support to predict
spatial patterns. gimVI (2019) is a deep generative model for ST imputation. SpaGE (2020) is a ST imputation method
that combines principal components analysis (PCA), singular value decomposition (SVD) and KNN. stPlus (2021)
imputed ST data via autoencoders and weighted KNN. uniPort (2022) utilized a coupled variational autoencoder
(coupled-VAE) and minibatch unbalanced optimal transport (Minibatch-UOT) to impute ST data. SpatialScope (2023) is
a ST imputation method using deep generative models. stDiff (2024) is a diffusion-based imputation method.
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S$1 Fig. Evaluation metrics (1-SPCC, 1-SSIM, RMSE, JS) were used to quantify gene expression similarity
between real ST data and predictions from Tangram (Tan), gimVI (gim), SpaGE (Spa), stPlus (stP), uniPort (uni),
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