A dynamic genetic-hormonal regulatory network model explains multiple cellular behaviors of the root apical meristem of *Arabidopsis thaliana*
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Abstract

The study of the concerted action of hormones and transcription factors is fundamental to understand cell differentiation and pattern formation during organ development. The root apical meristem of *Arabidopsis thaliana* is a useful model to address this. It has a stem cell niche near its tip conformed of a quiescent organizer and stem or initial cells around it, then a proliferation domain followed by a transition domain, where cells diminish division rate before transiting to the elongation zone; here, cells grow anisotropically prior to their final differentiation towards the plant base. A minimal model of the gene regulatory network that underlies cell-fate specification and patterning at the root stem cell niche was proposed before. In this study, we update and couple such network with both the auxin and cytokinin hormone signaling pathways to address how they collectively give rise to attractors that correspond to the genetic and hormonal activity profiles that are characteristic of different cell types along *A. thaliana* root apical meristem. We used a Boolean model of the genetic-hormonal regulatory network to integrate known and predicted regulatory interactions into alternative models. Our analyses show that, after adding some putative missing interactions, the model includes the necessary and sufficient components and regulatory interactions to recover attractors characteristic of the root cell types, including the auxin and cytokinin activity profiles that correlate with different cellular behaviors along the root apical meristem. Furthermore, the model predicts the existence of activity configurations that could correspond to the transition domain. The model also provides a possible explanation for apparently paradoxical cellular behaviors in the root meristem. For example, how auxin may induce and at the same time inhibit WOX5 expression. According to the model proposed here the hormonal regulation of WOX5 might depend on the cell type. Our results illustrate how non-linear multi-stable qualitative network models can aid at understanding how transcriptional regulators and hormonal signaling pathways are dynamically coupled and may underlie both the acquisition of cell fate and the emergence of hormonal activity profiles that arise during complex organ development.
In multicellular development, signaling molecules are essential for the organization of cells into complex differentiated tissues. It is widely acknowledged that tissue or cell context is instructive for the specificity of cell behavior responses, but the underlying system-level mechanisms remain unresolved. The dynamic analysis of multi-stable regulatory network models grounded on experimental information allows the characterization of necessary and sufficient restrictions to recover the steady state gene/hormone configurations that correlate with different cell types or behaviors. Therefore, it is possible to formally understand how the cellular context, that mediates or biases particular regulatory interactions, is established during development. To this end, we proposed a minimal network model that integrates the regulatory cross-talk among the auxin and cytokinin signaling pathways with the main studied transcriptional regulators operating during the establishment and organization of the A. thaliana root apical meristem. We uncovered a regulatory network that represents a system-level mechanism that underlies the acquisition of characteristic activity configurations that correlate with different cell types, and at the same time mediates the readout of a hormone. Our model hence suggests that when a cell acquires a particular cell fate it may also acquire a differential capacity to respond to a particular hormone. This coupling mechanism between cell differentiation and the specificity in the responses to a hormone could be a general system-level mechanism operating in all multicellular eukaryote organisms. The systemic mechanism proposed here could hence contribute at understanding how signaling molecules and gene regulatory networks information processing operate during development. To achieve this understanding, the root meristem proved to be a very useful system.

**Introduction**

The root apical meristem (RAM) of A. thaliana is an important model for understanding the complex mechanisms underlying cell differentiation and morphogenesis during organ development of multicellular organisms [1–8]. The RAM of A. thaliana has a relatively simple cellular organization while it shares a general cellular structure and dynamics with stem cell niches (SCN) from both plants and animals [9,10], suggesting an underlying generic system-level mechanism that we may unravel by studying plant meristems, particularly the RAM [8]. In this study we build upon previous studies to further understand such mechanism in the RAM. We particularly aim at exploring how transcriptional regulation is integrated with the auxin and cytokinin (CK) hormonal pathways to regulate the cellular decisions regarding cell fate and behavior at the RAM.

The RAM comprises the SCN, the proliferation domain (PD) and the transition domain (TD) (Fig 1A). The SCN is at the tip of the RAM and is formed by the quiescent center (QC) cells surrounded by the so-called initial cells [11]. The QC cells are stem cells that have very low proliferation rates [12–15], while the initial cells are stem cells that divide at slightly higher rates and are specified as epidermis/lateral root cap, endodermis/cortex, pericycle/pro-vascular tissues and columella initial cells [11]. Upon division, the initial cells self-regenerate and produce a daughter cell that exits the SCN [16]. The progeny of the distal initial cells differentiate immediately into the root cap at the tip of the organ. In contrast, the progeny of the rest of the initial cells divide at higher rates in the PD towards the base of the plant. Eventually, these cells transit to the TD where they divide at slower rates and begin to endoreduplicate [17–19].
Afterwards, the cells leave the RAM, conform the Elongation Zone and finally the Differentiation Zone, where they acquire the morphological features of the differentiated tissues that constitute the radial structure of the root [18].

The cross-talk of hormone signaling and metabolism, coupled with the regulatory activity of transcription factors, microRNAs and mobile peptides involved in cell differentiation, is an important component of the system-level mechanisms underlying the organization and the maintenance of the RAM [8,20–22]. Experimental work has uncovered the function of some important genetic and hormonal components involved in RAM patterning [3,4,23–36]. While there are many regulatory mechanisms involved, the role of 1) the GRAS transcription factors and 2) the auxin and CK signaling pathways have been more thoroughly studied due to their importance defining the radial [30,37–39] and the apical-basal patterning of the RAM [23,26,40,41], respectively. High-throughput experiments coupled with bioinformatic analysis
have established the expression patterns of many genes in the RAM [42], have identified the regulatory targets of main regulators of the RAM [43–47], and have made it possible to infer the topology of global gene regulatory networks involved in RAM development [45–47]. But how such networks dynamically underlies the emergence of the expression patterns experimentally described, is not entirely understood. In this sense, systemic and dynamic approaches are recently starting to integrate available experimental data in order to postulate computational dynamical models of regulatory modules following a bottom-up approach, and provide integrative and formal frameworks to tackle the collective action of coupled hormonal and transcriptional regulatory mechanisms [1–4,7,48–51]. This integrative approach may lead to a systemic understanding of how documented patterns of expression emerge, and may also provide novel predictions that can be tested experimentally, leading to a recursive cycle between modeling and experiments. For instance, we previously proposed a minimal model of the gene regulatory network for SCN cell patterning [1,2]. This module integrates the activity of the GRAS transcription factors, the auxin signaling pathway and the PLETHORA genes, as well as a mobile peptide, among other key regulators of cell-fate in the root SCN.

Despite the comprehensive experimental and theoretical work done so far, some important questions regarding the genetic-hormonal regulation at the RAM remain unanswered. For instance, it is known that auxin and CK have opposite roles in the RAM as both act upon the cell cycle and alter cell behavior: auxin promotes cell proliferation at the PD [40], while CK promotes cell endoreduplication at the TD [35]. But the co-activity of both signaling pathways in the root cap where cells differentiate immediately [52–54] and the quiescence of the QC cells that have a maximum of auxin concentration [23,55], show that it is not possible to establish linear relations between hormone activity and cellular behavior at the RAM. Instead, another possibility is that the relative concentration of auxin and CK at the RAM or the cellular context is what underlies cell behavior along the root apical-basal axis. Here, we explore this possibility.

The distribution of auxin at the RAM (Fig 1A) emerge, in part, as a consequence of polar auxin transport mechanisms [7,48,49], but a more complete system-level understanding of how hormone signaling and metabolism act in conjunction with other hormones and genetic regulatory networks involved in cell differentiation is still poorly understood. In fact, multiple regulatory interactions between the auxin and CK pathways and the function of transcription factors have been uncovered. For example, a GRAS and a HD-ZIP III transcription factors are known to regulate the expression of enzymes involved in CK metabolism in the RAM [4,44] and of components of the auxin/CK signaling pathways [34,43,56,57]. Additionally, WUSCHEL-RELATED HOMEOBOX-5 (WOX5), a key regulator of QC identity, promotes the accumulation of auxin [58,59]. In turn, auxin signaling both promotes and represses the expression of WOX5 [27,31,58]. These opposite responses of WOX5 to auxin could be explained in terms of auxin dosage; with auxin promoting the expression of WOX5 at intermediate levels, and reducing it at either high or low auxin concentrations [60]. But we still do not understand how such correlations emerge. The complex relations between auxin and CK activity and cellular behavior could be emerging from the concerted action of several genetic and hormonal regulators, which show different activity profiles in different regions of the RAM. A systemic understanding of how the genetic expression configurations of different cells at the RAM are established from the joint activity of auxin/CK and such transcriptional regulators can be studied with the approach of dynamic discrete regulatory networks to uncover a core system-level mechanism that integrates experimentally grounded interactions [8].

In this study we used a Boolean dynamic network to propose a minimal model of the genetic-hormonal regulatory network (GHRN) that integrates the previously reported cross-talk between the auxin and CK signaling pathways, with transcriptional regulators that have been shown to be important in RAM patterning. Alternative GHRN models were proposed to
test the plausibility of two novel hypotheses concerning the regulatory mechanisms underlying cell-fate specification and context-dependent hormone responses at the RAM. Our results show that the hypothetical regulatory interactions we proposed are necessary in the context of the GHRN model to recover attractors with the activity profiles of the genetic components considered and the auxin/CK activity configurations observed for different cell types at the RAM and the root cap. The model presented here is useful to predict the existence of cell activity configurations at the TD that have not been characterized before, and to understand how cells might interpret and regulate auxin responses. Particularly, the model explains that the response of WOX5 to auxin might be context-dependent. According to our results, the multi-stability of the GHRN underlies the emergence of different cellular contexts, each with specific auxin responses. This result allowed us to identify a potentially generic system-level mechanism to explain the cells’ “competence” to respond to hormones as they acquire different fates. We assessed the robustness of the GHRN by making perturbations in its Boolean functions, and by making a continuous extension of the model. We also validated the GHRN model through the simulation of gain and loss of function mutations (GOF and LOF, respectively). Based on the mutant simulations we detected that one of the proposed hypothetical interactions provides a mechanistic explanation to several mutants that do not express WOX5 and have a misspecification of the QC cells. We also identified the particular regulatory interaction between cell fate regulators and hormones that explains the co-activity of auxin/CK signaling in the root cap attractor. Therefore, this study extends our understanding of the system-level mechanisms underlying the emergence and maintenance of the cellular activity profiles at the RAM of A. thaliana. We achieve this with a newly uncovered minimal regulatory module with the necessary and sufficient set of components and interactions to recover the configurations of these, that have been documented experimentally. Additional components and hormone signaling pathways may now be added to the proposed framework in future modelling efforts.

Results

Reported regulatory interactions among transcriptional regulators and the auxin and cytokinin signaling pathways are insufficient to recover the RAM cell types/hormone activity profiles

To build the minimal GHRN of the RAM of A. thaliana, we extensively reviewed the available experimental information. We decided to include in the minimal GHRN model the genetic components and hormonal regulators that were well characterized at the functional level with detailed molecular genetic experimental studies in WT and various mutant conditions, and that their interactions with other important regulators of the RAM were well described and substantiated with various independent experimental approaches. Furthermore, we were particularly interested in adding solidly documented functional feedback regulatory loops to the network, because their combinations are crucial for the functioning and dynamics of the multi-stable system under study. Understanding this genetic–hormonal multi-stable network was our main aim in the present work. A vast number of putative regulatory interactions have been provided by genome-wide experiments in the context of the development of the RAM, based on various inference methods that generally consider the correlation on transcription levels of genes under various conditions or mutant backgrounds [43–47]. Such interactions could be explored in future extensions of the current model we are presenting in this paper. We summarize below the information used for the GHRN model and more details can be found in Table 1. The GRAS transcription factors SHORTROOT (SHR) and SCARECROW (SCR), and the BIRD transcription factors JACKDAW (JKD)/BALDIBIS(BIB), MAGPIE (MGP)/NUTCRACKER(NUC) among others, regulate the radial patterning of the RAM and
the specification of the QC cells [27,28,36–39,43,45,61,62]. The expression of SHR is regulated by many activators and repressors that in conjunction underlie its pattern of expression in the RAM. In conjunction they delimit its expression to the pro-vascular tissues [47]. SHR protein moves from its site of synthesis in the stele to the adjacent layer where it is retained by forming protein complexes with JKD/BIB and SCR [36,39]. These transcription factors regulate directly and indirectly each other expression. SHR, JKD and SCR are altogether necessary for the expression of SCR in the adjacent layer to the pro-vascular tissues [28,36,38,43,61]. SHR forms a protein complex with SCR that activates the expression of SCR [38,43,61], but it absolutely needs SCR and JKD to be fully located in the nucleus to do so [36]. Then, even though JKD is not a direct regulator of SCR, it is required for its effective expression. Similarly, JKD activation requires SCR and SHR presence [28], as both single mutants have a reduction in JKD expression. Interestingly, it has been shown that in the absence of SHR, JKD can repress the expression of SCR [45], indicating that JKD might have a dual role on SCR depending on the activity state of SHR. SHR and SCR are also necessary for the effective expression of MGP and NUC as their expression is reduced in shr and scr mutants [28,43]. JKD and BIB are jointly expressed in the ground tissue, the cortex/endodermis initials and the QC [36,63]; and MGP/NUC are highly expressed in the ground tissue and the cortex/endodermis initials [28,43]. The collective activity of all these transcriptional regulators, SHR, SCR, JKD, BIB, MGP and NUC is necessary for the specification of the endodermal cell fate in the RAM [36]. SHR, SCR and JKD are also necessary to specify the QC cells, as mutants in any of them have a misspecification of these cells [24,27,28]. SCR and SHR also promote the expression of the microRNAs MIR165a/6b that are expressed in the endodermis [30]. MIR165a/6b diffuse from its site of synthesis to the neighboring tissues where it promotes the degradation of the mRNA of the HD-ZIP III transcription factor PHABULOSA (PHB) [30], creating complementary MIR165a/6b and PHB activity domains that pattern the stele and the ground tissue of the RAM [30,64]. Low PHB levels are necessary to correctly establish the protoxylem, the pericycle and the ground tissue [30,64], while high levels specify the metaxylem [30]. In the particular case of MIR166b, it is also expressed in the QC cells but its role in this context has not been conclusively established experimentally [30]. Moreover, it is interesting to notice that PHB feedbacks to the BIRD transcription factors by repressing the expression of JKD [64].

Parallel to the GRAS/BIRD/PHB/MIR165a/6b mechanism, the hormone auxin is an important regulator of cell behavior in the RAM [23,40]. Auxin promotes the degradation of the Aux/IAA proteins that otherwise bind to and repress the transcriptional activity of the ARFs (Auxin response factors) [65,66]. ARFs have been classified as activators or repressors of gene expression depending on their protein domains and the effects in the expression of auxin responsive genes [67]. ARF activators interact with a great variety of Aux/IAA proteins in comparison with the ARF repressors [68,69], but reports have shown that the interactions between the ARF repressors and the Aux/IAA proteins are necessary for certain auxin responses [70,71]. In the RAM, auxin distribution forms a gradient that correlates with the behavior of the cells: a concentration peak coincides with the position of the QC cells, intermediate levels with the PD and the root cap, and low levels with the position of the TD [23,52,55] (Fig 1A). On the other hand, CK responses are relatively high in both the TD and the root cap, as observed by the effect of the activity of CK transcriptional reporters [54,72], CK cell measurements of different cell types of the RAM [53] and local degradation of CK in the TD [26]. The activity of the CK signaling depends on a phosphorylation cascade to activate the ARR type-B transcription factors that regulate the expression of CK target genes [73]. In the TD, the ARR type-B regulators ARR1, ARR2 and ARR12 promote the expression of SHY2, an Aux/IAA protein that is key for the cross-talk between the Auxin and CK pathways in the transition from proliferation to endoreduplication at the TD of the RAM [29,35,74]. The expression of SHY2
Table 1. Regulatory interactions included in the GHRN models.

<table>
<thead>
<tr>
<th>Interactions</th>
<th>Experimental Evidence</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>PHB → CK</td>
<td>PHB promotes the expression of two genes involved in the biosynthesis of CK, ISOPENTENYL TRANSFERASE (IPT) 3 and IPT7.</td>
<td>[4, 86]</td>
</tr>
<tr>
<td>SHR–</td>
<td>CK</td>
<td>SHR directly promotes the expression of CKX1 that promotes the degradation of CK in the RAM.</td>
</tr>
<tr>
<td>SCR–</td>
<td>ARR1</td>
<td>SCR negatively regulates ARR1 expression in the QC and the TD of the RAM.</td>
</tr>
<tr>
<td>ARF–</td>
<td>CK</td>
<td>The auxin signaling pathway rapidly inhibits CK biosynthesis in whole seedlings. Although some reports have shown that auxin promotes CK biosynthesis [29, 81], the opposite has also been demonstrated [82, 83]. Therefore, whole seedlings assays are likely to show the effect of auxin in most cells.</td>
</tr>
<tr>
<td>CK → ARR1</td>
<td>The CK signaling pathway activates the activity of type-B ARR transcriptional regulators, among them ARR1, ARR12 and ARR2. In the model, ARR1 is a representative of these three ARR proteins.</td>
<td>[73]</td>
</tr>
<tr>
<td>AUX–</td>
<td>AUXIAA</td>
<td>AUXIAA promotes the degradation of the Aux/IAA transcriptional repressors, among them SHY2.</td>
</tr>
<tr>
<td>AUXIAA–</td>
<td>SHY2</td>
<td>AUXIAA promotes the degradation of SHY2.</td>
</tr>
<tr>
<td>AUXIAA–</td>
<td>ARF5</td>
<td>The AUXIAA proteins dimerize with the ARF transcription factors and compromise their ability to regulate gene expression. Many Aux/IAA proteins physically interact with ARF5, including SHY2. SHY2 does not interact with ARF10, but IAA5, IAA17, IAA26, IAA32 and IAA33 do so. These AUX/IAA proteins are expressed in various RAM tissues.</td>
</tr>
<tr>
<td>SHR</td>
<td>JKD</td>
<td>JKD has been reported to bind the promoter of ARF10, but the effect of this interaction is unknown [45]. We hypothesized that JKD is a repressor of ARF10. This hypothesis was tested in the GHRN1 model.</td>
</tr>
<tr>
<td>SHR–</td>
<td>ARF10</td>
<td>A bioinformatic analysis of SHR regulatory targets predicted ARF10 and ARF5 as genes repressed indirectly by SHR.</td>
</tr>
<tr>
<td>SHR–</td>
<td>ARF5</td>
<td>This interaction constitutes a hypothesis tested in the GHRN1 model.</td>
</tr>
<tr>
<td>MGP–</td>
<td>ARF5</td>
<td>The polar transport of auxin forms a transport network whose activity underlies a dynamic steady state of auxin distribution in the RAM. To model this non-cellular autonomous role of auxin we included this positive self-regulation, to represent that a cell at a certain position within the RAM would have a constant auxin concentration.</td>
</tr>
<tr>
<td>WOX5 → AUX</td>
<td>WOX5 promotes the expression of the auxin biosynthetic enzyme YUC1, and represses the auxin conjugation pathway.</td>
<td>[58, 59]</td>
</tr>
<tr>
<td>SHR → SCR</td>
<td>ChIP-PCR analysis demonstrated that SCR and SHR bind to the promoter of SCR. The expression of SCR is reduced in shr mutants, most notably around the stem cell niche.</td>
<td>[36, 43, 61]</td>
</tr>
<tr>
<td>JKD → SCR</td>
<td>JKD is necessary for the nuclear retention of SHR, which is necessary for SHR to be able to activate SCR expression. Moreover, it has been shown that SCR and SHR by themselves cannot effectively activate SCR, unless JKD is present [36]. This is evident in the lack of SCR activity in the QC cells in jkd mutants [28].</td>
<td>[28, 36, 62]</td>
</tr>
<tr>
<td>JKD–</td>
<td>SCR</td>
<td>The amplification of JKD expression in shr mutant plants, showed that JKD can repress SCR in the absence of SHR. Thus, there seems to be a multi-stability in the role of JKD over SCR that depends on the state of other regulators.</td>
</tr>
<tr>
<td>SHR → SHR</td>
<td>The expression of SHR is not regulated by any of the genes included in the GHRN models. We assumed that if SHR is active at the beginning of the simulation, it will remain active henceforth.</td>
<td>—</td>
</tr>
<tr>
<td>SCR–</td>
<td>SHR</td>
<td>The expression of SCR and JKD promote the nuclear retention of SHR. As SHR protein moves between cells, it might be found outside its expression domain wherever these regulators are present.</td>
</tr>
<tr>
<td>SHR–</td>
<td>MIR166</td>
<td>SHR and SCR promote the expression of microRNA165a/6b in the endodermis; the expression of microRNA166b in the QC is reduced in the shr mutant background.</td>
</tr>
<tr>
<td>MIR166 → PHB</td>
<td>microRNA165a/6b post-transcriptionally promotes the degradation of PHB transcript.</td>
<td>[30]</td>
</tr>
<tr>
<td>PHB–</td>
<td>MIR166</td>
<td>In computational simulations, the mutual degradation between MIR165/6 and PHB create sharp boundaries between the MIR165/6 and PHB activity domains.</td>
</tr>
<tr>
<td>CK–</td>
<td>MIR166</td>
<td>Cytokinin treatment strongly represses the expression of MIR165 in the RAM.</td>
</tr>
<tr>
<td>PHB–</td>
<td>JKD</td>
<td>The expression of JKD is reduced in the phb-1d gain of function mutant.</td>
</tr>
<tr>
<td>SHR–</td>
<td>JKD</td>
<td>The expression of JKD is reduced post-embryonically in scr and shr mutants.</td>
</tr>
<tr>
<td>SCR–</td>
<td>MGP</td>
<td>RT-PCR and in situ hybridization analyses indicated that MGP expression is diminished in loss of function mutants scr and shr. SCR and SHR bind directly to MGP promoter.</td>
</tr>
<tr>
<td>ARF10–</td>
<td>WOX5</td>
<td>ARF10/16 are necessary for auxin-dependent repression of WOX5, to promote the differentiation of distal initial cells.</td>
</tr>
<tr>
<td>ARF5 → WOX5</td>
<td>During embryonic development, WOX5 is not expressed in arf5 loss of function mutants suggesting a dependence of ARF5 for WOX5 activity. Post-embryonically ARF5 or other ARFs could be mediating the regulation of WOX5 expression. For example, ARF5 is phylogenetically close to ARF5 [82] and its expression is ubiquitous in the RAM [87]. Nevertheless, the fact that Abscisic acid requires ARF5 and WOX5 to promote the quiescence of the QC post-embryonically [88], suggests a regulatory link among them.</td>
<td>[27]</td>
</tr>
</tbody>
</table>

(Continued)
is particularly high in the pro-vascular tissues of the TD [29]. WOX5 is a transcription factor fundamental for QC identity, and it is widely acknowledged that is regulated by two parallel pathways (i.e., the GRAS transcription factors and auxin signaling [24,27]). SHR and SCR are necessary for WOX5 expression, while auxin promotes the expression of WOX5 through the ARF activator ARF5 (MONOPTEROS) and represses it through the ARF repressor ARF10 [27,31]. Additionally, the expression of WOX5 is negatively regulated by the mobile peptide CLE40 [75,76]. ARF5 activity in the PD is important to maintain cell proliferation [40,77].

Multiple regulatory interactions have been reported among the mentioned regulators: SCR represses the expression of ARR1 [34,57], WOX5 promotes the accumulation of auxin [58,59], auxin signaling and SHR promote the degradation of CK [44,78], CK strongly represses the expression of MIR165a/6b [4,79], PHB promotes the biosynthesis of CK [4] and both ARF10 and ARF5 were predicted to be repressed by SHR in a bioinformatic study [43].

We integrated this reported evidence of the regulatory mechanisms that underlie cell patterning in the RAM into a minimal GHRN model (Fig 2A). From hereon when we refer to hormones we mean auxin and CK that are the ones included in the GHRN model. It has been shown that JKD and BIB, as well as MGP and NUC have the same expression patterns and are putatively redundant in the RAM [36,43]. Thus, we decided to model the role of these regulators with the representative nodes JKD and MGP, respectively. Because there are 23 ARFs and 29 Aux/IAA proteins in A. thaliana, but there is only specific data about the role of SHY2, ARF5 and ARF10 in the RAM, these genes were modeled independently while all other ARFs and Aux/IAAs were included in a single ARF and AUXIAA node, respectively. Regarding the role of the type-B ARR regulators of CK signaling, it is known that ARR1, ARR2 and ARR12 redundantly promote the expression of SHY2 [29,35,74], and we decided to model their role with the representative node ARR1. Finally, we used MIR166 as a generic node to model the role of MIR165a/6b, as MIR166b is expressed in a broader domain than MIR165a [30].

The resulting network comprises the role of up to date experimental information about the hormonal and genetic regulation of cell fate and cellular behavior in the RAM. The model has two levels of complexity: the first one is revealed by the overall structure of direct/indirect interactions among the components of the network (Fig 2), and the second one consists of the formalization of the experimental information in the form of logical rules or tables of truth that describe how the activity of each node changes depending on the state of its regulators the previous time step. In the model the activity of the genetic components considers regulation at the transcriptional, post-transcriptional and protein activity levels; for hormones this entails metabolic regulation (biosynthesis and degradation). For instance, SCR is a clear example of how we formulated the logical rule of a genetic component that is regulated at different scales (see Model Assumptions). Briefly, its transcription is positively regulated by SHR and SCR [38,43,61]; JKD does not participate directly in the regulation of SCR but instead regulates the

<table>
<thead>
<tr>
<th>Interactions</th>
<th>Experimental Evidence</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLE40 → WOX5</td>
<td>CLE40 treatment represses WOX5 expression.</td>
<td>[75,76]</td>
</tr>
<tr>
<td>SCR → WOX5</td>
<td>The expression of WOX5 is undetected in the scr and shr single mutants. These hypotheses were only included in the GHRN model.</td>
<td>[27]</td>
</tr>
<tr>
<td>SHR → WOX5</td>
<td>Prediction based on the complementary expression patterns of WOX5 and MGP in the adjacent layer to the pro-vascular tissues in the RAM.</td>
<td>[1]</td>
</tr>
<tr>
<td>WOX5 → MGP</td>
<td>Prediction based on the complementary expression patterns of SHY5 and CLE40.</td>
<td>[2]</td>
</tr>
</tbody>
</table>

For each regulatory interaction included in the GHRN models, the experimental evidence and references are indicated.

https://doi.org/10.1371/journal.pcbi.1005488.t001
cellular localization of SHR [36], making JKD’s activity an indirect but necessary condition for SCR activity. This conditional dependency made us include JKD as an activator in the logical rule of SCR, along with SCR and SHR. Hence, we are not explicitly considering the detailed biochemical mechanisms involved, but the overall structure and logic of the documented regulatory interactions are captured in the logical rules. The assumptions of the model are listed in the Methods (including two representative examples of how experimental information was formalized in the logical functions) and the logical functions of the nodes can be found in S1 Appendix. Given the regulators included in the GHRN and based on expression data from the literature, we expected to recover at least 8 attractors combining gene/protein activities and hormone presence, corresponding to the following cell types of the RAM: the QC, endodermis PD and TD, peripheral pro-vascular PD and TD, central pro-vascular PD and TD, and the root cap (Fig 3A). In this context, a cell type is formalized as the activity configuration of the components considered in the model, that have been experimentally documented to correlate with different cells in the RAM. Notice that for the central pro-vascular TD and root cap attractors the value of some nodes (indicated with * in Fig 3A) could be either 1 or 0. Hence, in these cases more than one attractor could represent the expected cell types. For the rest of the attractors we expected to find a unique attractor.

With the logical functions we proposed, based on experimental information, we solved the system to study the dynamic and concerted action of the regulators considered. The GHRN model that only includes experimentally reported interactions did not recover the expected activity profiles of the cells of the RAM. Based on the complementary expression patterns of CLE40 and SHR, and of WOX5 and MGP, repressive interactions were previously proposed between each pair of regulators [1,2] (Table 1). The GHRN model with these hypothetical interactions still did not recover attractors with configurations that have been documented for different cell types at the RAM (S2 Appendix). This is because WOX5 was not active in any attractor, so the model did not recover an attractor corresponding to the QC (S2 Appendix). Moreover, ARF5 and ARF10 activities do not match what is observed experimentally: the attractors corresponding to the central and peripheral pro-vascular PD do not have ARF5 and ARF10 activity contrary with expression data (Fig 4; S1 Fig; S2 Appendix). Therefore, the attractors recovered by the GHRN model are incorrect. To further verify that the known and previously proposed interactions are insufficient to describe the activity configurations of the cells of the RAM, we explored, systematically and exhaustively, if there exist any network that can recover a predefined set of attractors (Fig 3A) given the set of regulatory interactions (Table 1) included in the GHRN model (Methods) [91–92]. Interestingly, we did not find any network that could recover the expected attractors, indicating that it is not possible to obtain the genetic and hormonal activity profiles experimentally described for the cells at the RAM of *A. thaliana* with the regulatory interactions that we integrated in the GHRN model.

A GHRN model with novel predicted regulatory interactions recovers the observed hormone and transcription factor configurations of the RAM cells

The inability of the GHRN model to recover the correct activity configurations described for the cells of the RAM, particularly the QC attractor and the activity profiles of ARF5 and
ARF10 in the pro-vascular attractors, suggests that additional constraints concerning the regulation of these ARFs need to be taken into account. ARF10 expression is low in the QC and the ground tissues, while it is relatively higher in the developing xylem and the columella (Fig 4; S1 Fig). On the other hand, ARF5 is expressed in the columella, the QC and the developing xylem, and its expression is lower in the ground tissues (Fig 4; S1 Fig). The expression patterns of ARF5 and ARF10 in the RAM tissues could be underlying a differential regulation of WOX5 expression by auxin in different regions of the RAM. In fact, the expression analyses that showed opposite WOX5 responses to auxin were done using different portions of the root, enriched with different tissues of the RAM [31,58]. Since not much is known about the transcriptional regulation of these ARFs, we searched in the literature and found that JKD directly binds to the promoter of ARF10 but the effect of this interaction is unknown [45]. We also noticed that JKD and ARF10 have complementary expression patterns (Fig 4). Given this evidence and because SHR and JKD can form dimers to regulate gene expression [28,62], we first hypothesized that the SHR-JKD dimer represses ARF10 expression. Then, we noticed that
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- **Expected Attractors**

<table>
<thead>
<tr>
<th>Expected Attractors</th>
<th>CLE40</th>
<th>WOX5</th>
<th>SHR</th>
<th>SCR</th>
<th>MGP</th>
<th>JKD</th>
<th>MIR166</th>
<th>PHB</th>
<th>AUXIN</th>
<th>ARF10</th>
<th>ARF5</th>
<th>ARF</th>
<th>AUXIAA</th>
<th>SHY2</th>
<th>ARRI</th>
<th>CK</th>
</tr>
</thead>
<tbody>
<tr>
<td>QC</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Endodermis PD</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>P. pro-vascular PD</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C. pro-vascular PD</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Endodermis TD</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>P. pro-vascular TD</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C. pro-vascular TD</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Root cap</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
</tbody>
</table>

![Table B](image)

- **Recovered Attractors**

<table>
<thead>
<tr>
<th>Recovered Attractors</th>
<th>CLE40</th>
<th>WOX5</th>
<th>SHR</th>
<th>SCR</th>
<th>MGP</th>
<th>JKD</th>
<th>MIR166</th>
<th>PHB</th>
<th>AUXIN</th>
<th>ARF10</th>
<th>ARF5</th>
<th>ARF</th>
<th>AUXIAA</th>
<th>SHY2</th>
<th>ARRI</th>
<th>CK</th>
</tr>
</thead>
<tbody>
<tr>
<td>QC</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Endodermis PD</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>P. pro-vascular PD</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C. pro-vascular PD</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Endodermis TD</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>P. pro-vascular TD</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>C. pro-vascular TD</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Root cap 1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Root cap 2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Fig 3. Expected and recovered attractors of the cells at the RAM. (A) Expected attractors. Each activity configuration corresponds to the characteristic genetic expression and hormonal activity profiles of the following cells within the RAM: QC [23,24,27,28,30,36,38,55,63,87,89]. Endodermis [29,36,37,39,63,87,89]. Peripheral pro-vascular tissues [30,38,64]. Central pro-vascular tissues [4,26,29,30,38,42,75,90] and Root Cap [7,31,52–55,75]. The color code is as in Fig 1. Asterisks indicate that the activity of a node can be either 1 or 0. (B) The 11 fixed-point attractors recovered by the GHRN1 model are shown. Ten of the eleven recovered attractors match the expected activity configurations, which is not the case for the central pro-vascular TD3 attractor; for this attractor we indicated in blue the activities of the nodes that disagree with their expected activity.

https://doi.org/10.1371/journal.pcbi.1005488.g003
MGP has a complementary expression pattern to that of ARF5 in the adjacent layer to the provascular tissues (Fig 4). Since SHR can also dimerize with MGP [28,62], as a second hypothesis we proposed that this dimer negatively regulates ARF5 expression. These hypotheses imply that JKD and MGP might provide target specificity to the previously reported repression of ARF10 and ARF5 by SHR [43]. As mentioned previously, the current understanding of WOX5 expression is that two parallel pathways regulate it: the GRAS transcription factors and the auxin pathway. However, it is important to notice that if different protein complexes formed between SHR and other transcription factors regulate the components of the auxin signaling pathway that are involved in WOX5 regulation, as we are proposing here, it will imply that these pathways are not parallel. We integrated these hypotheses and the rest of the regulatory interactions (Table 1) in the GHRN1 model (Fig 2B). The logical rules and Boolean functions of the GHRN1 model can be found in S3 Appendix. We included the two hypotheses in the GHRN1 model because an exhaustive analysis of the dynamic possibilities [91,92] showed that by including separately the hypotheses it was not possible to recover attractors that correspond to the expected configurations of the cells at the RAM. On the contrary, the GHRN1 model recovered 11 identical fixed-point attractors (Fig 3) independently of the updating regime employed (Methods), indicating that these attractors are robust and emerge as a consequence of the topology and of the regulatory interactions integrated in the model, and not of the updating regime used. We will refer to these 11 fixed-point attractors as the original attractors of the model. We recovered 6 additional cyclic attractors when we solved with the synchronous updating regime; these cyclic attractors result from the coexistence of MIR166 and PHB, and of MGP and WOX5 (S2 Appendix). The fact that the cyclic attractors appear only under the synchronous regime suggests that they are an artifact of this updating scheme, as was later confirmed with the continuous version of the model.
The activity configurations of the 11 fixed-point attractors correspond to the expected ones of the cell types of the RAM that we aimed to describe (Fig 3), including the QC attractor and the correct activity profiles of ARF5 and ARF10 (Fig 4). The attractors that correspond to the endodermis, peripheral pro-vascular and central pro-vascular tissues were recovered by duplicate with the nodes Auxin and ARF either active or inactive (Fig 3B). These attractors correspond to cells of the PD (hereafter referred as the PD attractors) when they were active, or TD (TD attractors) when they were inactive. The activity of ARF10 in the PD attractors agrees with what was expected; it is active in the central and peripheral pro-vascular PD attractors and inactive in the endodermis PD and the QC attractors (Figs 3 and 4). On the other hand, ARF5 is active in the QC, the peripheral and central pro-vascular PD attractors, but not in the Endodermis PD attractor, as expected (Figs 3 and 4). These ARFs have different roles in the regulation of cell behavior at the RAM, particularly in the regulation of WOX5. As they are not expressed homogeneously, this suggests that the regulatory interactions that underlie their expression patterns regulate how cells will respond to auxin. In the GHRN1 model the proposed regulators of ARF5 and ARF10 are key regulators of cell fate, indicating that the regulation of WOX5 by auxin might be tissue-specific. This is an interesting result because it constitutes a system-level mechanism implying that the regulatory network formed by hormones and transcriptional regulators might link the acquisition of cell identity with the differential capacity to respond to auxin in the RAM.

The TD attractors are characterized by the activity of the node AUXIAA indicating the inactivity of the auxin signaling pathway. The model recovered two central pro-vascular TD attractors (central pro-vascular TD1 and central pro-vascular TD2) that match the expected configurations (Fig 3B). Of the attractors representing the TD of the RAM, the CK signaling pathway was found active only in these central pro-vascular TD1/2 attractors, agreeing with this tissue being the main site of CK signaling in the TD of the RAM [4,26]. The difference between these two central pro-vascular TD1/2 attractors is that the central pro-vascular TD2 attractor shows activity of CLE40 and no activity of SHR. Regarding the validity of this attractor, a translational reporter has shown that the signaling peptide CLE40 is present in the pro-vascular tissues of the TD [75], and in silico visualization of root tip expression patterns indicates that SHR expression is dramatically decreased near the TD [42,85]. We recovered an additional central pro-vascular TD3 attractor that is similar to the central pro-vascular TD2 attractor but has activity of the nodes of both the CK and the Auxin pathways (indicated with blue in Fig 3B). This activity configuration does not correspond to the activity configuration that has been described for this zone as it is expected to have only CK signaling activity. It is possible that the unexpected activity configuration of the central pro-vascular TD3 attractor could be representing a transitioning state of the central pro-vascular tissues between the PD and the TD of the RAM. In this sense, the activity of CLE40 and the decrease in SHR activity could be important signals preceding the end of cell proliferation in the RAM. Lastly, two attractors can be identified as root cap tissues. These attractors differ in the activity of the nodes Auxin, ARF, ARF5 and ARF10 (Fig 3). As auxin signaling is known to regulate the differentiation of the root cap through ARF10 [31], we interpreted these attractors as cell types of the columella initial cells (Root Cap 1) and differentiated root cap cells (Root Cap 2). Importantly, the model recovers the co-activity of the auxin and CK signaling pathways in the Root Cap 2 attractor, as indeed it is observed in the root cap of A. thaliana [52–54].

Next we tested what happens to the 11 original attractors if we only consider direct but not the indirect regulation in our model in some particular cases (Fig 2). That is, what happens if we do not consider JKD as a positive regulator of SCR (as it does not regulate directly SCR, but promotes the nuclear localization of its activator, SHR) and inversely, what happens if we do not consider SCR as a positive regulator of JKD (for the same reason). We removed
individually each of these indirect interactions and evaluated the impact of such removals in the original attractors. We found that in the first case, the model with a modified logical rule for SCR still recovered the 11 original attractors, plus a new attractor to which we could not attribute any biological meaning as no cell in the RAM has been identified with such activity configuration (it had activity of CK, AUXIAA, SCR, SHR, PHB and MGP). Hence, the removed restriction is crucial to restrain the dynamics of the network to converge only to the expected attractors, but not strictly necessary to recover the 11 original attractors. In the second simulation we simplified the logical rule of JKD such that it is only regulated by SHR and PHB, and found that the model recovers 11 attractors, 9 of them with a perfect correspondence to the 11 original attractors. The two attractors that do not match the expected activity configurations were those corresponding to the peripheral pro-vascular tissues of the PD and the TD. In such cases JKD is active, which does not match what is experimentally observed; this gene expression is restricted to the ground tissues and the QC [63]. Moreover, in the peripheral pro-vascularature PD attractor ARF10 is not active while WOX5 is; this also contrasts with what has been documented for these tissues. Therefore, in this second simulation the constraint imposed by SCR is necessary to recover the correct activity pattern of JKD in the model. Finally, if we remove both interactions at the same time, we recover a cumulative effect of leaving out the two restrictions: we recovered 9 of the original attractors, two incorrect peripheral pro-vascular attractors, and an attractor with not known biological meaning. In summary, these three simulations show that the two regulatory interactions tested are fundamental for the correct
\textit{in silico} description of cell fate acquisition in the context of the GHRN1 model. Also, it further validates the formalism used in the GHRN1 Boolean network to integrate diverse experimental information, and this model itself, to describe the overall structure of interactions among the components considered. It also shows that the restrictions considered in the logical functions grounded on experimental data, are fundamental to understand the documented patterns of expression.

In summary, this analysis shows that the minimal GHRN1 model that includes two novel hypotheses recovers the gene expression and hormone activity configurations described for different cell types of the RAM and the root cap of \textit{A. thaliana}. It also strongly suggests that the regulatory effect of auxin over WOX5 activity depends on the ARFs that are present in each cell type of the RAM, and predicts attractors that might correspond to uncharacterized cell types that according to experimental data are found in the central pro-vascular tissues of the TD of the RAM.

The recovered configurations of the GHRN1 model are robust

We performed two analyses to test the robustness of the GHRN1 model [93]. The first test estimates the frequency of recovering the original attractors in perturbed copies of the GHRN1 model; and the second test evaluates if the emergence of the attractors is independent of the formalism used to model the activity of the nodes (discrete or continuous).

\textbf{Robustness of the discrete GHRN1 model to perturbations of the Boolean functions.}

We quantified the frequency of recovery of the original attractors in 100 randomly perturbed copies of the GHRN1 model. The perturbed copies of the GHRN1 were generated with point, but permanent, random modifications of the truth tables (see Methods for details). We compared the results of perturbing the GHRN1 against that of 1,000 topologically equivalent random networks (i.e., random networks with the same number of nodes and input regulators per node as the GHRN1, equally perturbed. The random networks showed a skewed distribution towards recovering a low percentage of their original attractors, with an average of 18.88% (Fig 5A). On the contrary, the GHRN1 model recovered >50% of the original attractors on average,
which is more than 97% of the random networks. Thus, as expected, this experimentally grounded network is more robust than the random networks. Consequently, this property is not related to the number of nodes and their connectivity in the GHRN1 network but to the specific interactions among the nodes, that were grounded on experimental data. Nevertheless, the robustness of the GHRN1 model is not as high as that reported for other biological networks [94–97]. This could be due to missing components and regulatory interactions.

To get additional insight concerning the robustness of the GHRN1 model, we systematically changed one by one every output value of the truth table of every node in the model (Methods) and found the attractors recovered by each perturbed network. Based on this analysis, we aimed at exploring if some of the original attractors were more prone to be lost as a way of suggesting a lack of regulatory interactions that stabilize them. We found that all of the attractors were lost and conserved to the same extent: all were lost in approximately 20% of the perturbations and conserved in the remaining 80% simulations (S2A Fig). Thus, this first analysis suggests that all the attractors have a similar propensity to be conserved or lost in the GHRN1 model under the simulated perturbations. Next, we analyzed the frequency at which new attractors appeared in the perturbations. We found that 92% of the 237 new attractors were recovered in only one perturbation (S2B Fig). Careful examination of these attractors showed that they constitute variations of the original 11 attractors with ectopic or absent expression of a node. The remaining 8% of the new attractors were recovered no more than three times, and also correspond to activity configurations not observed at the RAM. These results indicate that the new attractors are not easily reachable, but arise due to particular alterations of the Boolean functions.

Finally, using the results of the systematic perturbation analysis we identified the nodes that when perturbed were more prone to lose the original attractors. The perturbation of most nodes truth tables recovered in average more than 50% of the original attractors; this was not the case for AUXIAA, ARF, PHB and CLE40 (Fig 5B). Therefore, as expected from analyses of other networks, the network is more sensitive to alterations in certain nodes than in others.

![Fig 5. Robustness of the GHRN1 Boolean model to perturbations. A) The histogram shows the frequency of attractor recovery for a population of 1,000 random networks perturbed 100 times. The dashed lines show the 95% quantile and (*) the frequency of recovery for the GHRN1 model with the same number of perturbations. B) For each node it is shown the percentage of conservation of the original attractors in the systematic perturbation of the Boolean function of each node (gray bars), and the number of rows in its truth table (blue line).](https://doi.org/10.1371/journal.pcbi.1005488.g005)
We found that the higher sensitivity of these four nodes correlated with the size of their truth tables, as they are the only nodes in the GHRN1 network that have only one input regulator (Fig 5B). The impact of altering these nodes may be explained by the fact that they have very small truth tables and a single output alteration implies a relatively larger perturbation. Also, ARF and AUXIAA represent several redundant proteins that were not explicitly and individually considered. So the alteration in them, represents the alteration of a complete set of partially redundant components. This lack of detail about the redundancy in the components of the auxin signaling pathway could be related with the low frequency of attractor recovery for these nodes. Other possibility is that the four identified nodes which perturbations cause larger alterations in the original attractors, indeed hold key positions in the GHRN1. In summary, we were able to identify ARF, AUXIAA, PHB and CLE40 as the most sensitive nodes in the GHRN1 model, which in the case of the auxin signaling components could be related to their redundancy. It is possible that as more evidence is known about how the expression and activity of these four nodes are regulated in the RAM, including this information in the GHRN1 model will potentially increase their robustness in this perturbation analysis.

**Robustness of the attractors to changes in the interaction kinetic functions.** To get a system of ordinary differential equations (ODE) of the GHRN1 model, we approximated the Boolean step function of each node to a continuous one (Methods). Because we did not estimate the parameters for all the nodes of the GHRN1 model, as an alternative we analyzed 100 sets of parameters to test their effect in the steady states reached by the continuous model. In each set, the parameters controlling the production and degradation of each node were selected at random from predefined ranges (Methods). These 100 different systems of ODEs were solved from 10,000 random initial conditions all of which converged to the same 11 attractors described by the Boolean network (S5 Appendix). This analysis indicates that the 11 fixed-point attractors recovered by the Boolean model are still steady states in the continuous system, suggesting that they emerge independently of the kinetic parameters. Because we did not recover the 6 cyclic attractors found in the synchronous updating scheme of the Boolean model, we were interested in knowing their fate in the continuous system. Because we knew that the system was rather robust to the parameters, we used the same production and degradation parameters for all the nodes and set the initial conditions to each of the activity configurations of the 17 attractors recovered by the Boolean model (S2 Appendix). As expected, we found that the 11 fixed-point attractors were maintained as steady states in the continuous version of the GHRN1 model (S5 Appendix). On the contrary, the cyclic attractors reached one of the following configurations: central pro-vascular TD1, central pro-vascular TD2, central pro-vascular TD3, peripheral pro-vascular TD, central pro-vascular PD, endodermis PD and QC. This analysis supports that cyclic attractors are artifacts of the synchronous updating scheme in the Boolean version of the model. Lastly, we used 100,000 random initial conditions to test if we could find new steady states in the continuous regime. We found that all the initial conditions tested converged to one of the 11 activity configurations (S5 Appendix).

Altogether, these results indicate that the behavior of the GHRN1 network is robust to the modeling framework and to the specific parameters used, given that the 11 fixed-point attractors of the model are steady states under a discrete and a continuous formalism. Also, we did not find any additional steady states in our exploration of the continuous system.

**Experimental validation of GHRN1 model: Simulation of gain and loss of function mutants**

As a means to validate the GHRN1 model, we simulated the constitutive activation (GOF) and inactivation or loss of function (LOF) of every node of the model. The attractors recovered by
each mutated network were compared with the reported root mutant phenotypes, when data
was available. The rest constitute novel predictions in the context of the restrictions considered
in the model shown here (see Model Assumptions). The recovered configurations in the
mutant simulations were the same for the Boolean and the continuous version of the model
(Fig 6), as could have been predicted from the robustness analyses and the exploration of the
continuous version of the GHRN1 model. The attractors recovered in the GOF/LOF simul-
ation can be found in S6 Appendix (Methods). To make the comparison between the simulation
results and experimental data, we gathered information from the literature about the expres-
sion patterns of the components of the GHRN1 in the corresponding mutant backgrounds.
With this information we assessed if the attractors corresponded with what was observed
experimentally given the components that we included in the model. A summary of the com-
parison between the in silico and the root phenotypes can be found in S7 Appendix. Below, we
mentioned some of the simulations with particularly interesting results.

Some mutant simulations lost attractors corresponding to cell types that conform the radial
pattern of the RAM as has indeed been observed in several reports. For example, the GOF of
MIR166 and PHB [30,64], and the LOF of JKD [28,36], SCR [37], SHR [38], MIR166 [64] and
PHB [30,64] are among these cases that result in the loss of the endodermis, peripheral or cen-
tral pro-vascular tissues (Fig 6 and S7 Appendix). Defects in the specification of the QC cells
have been described in some mutants, and the QC attractor was lost in the corresponding sim-
ulations. These simulations include the GOF of CLE40 [75,76] and ARF10 [31], and the LOF
of ARF5 [27], SCR [27], SHR [27], JKD [28] and WOX5 [27] (Fig 6 and S7 Appendix). It is
noteworthy to highlight that the simulations of the LOF of SCR and SHR do not have a QC
attractor, consistent with their previous notion as necessary regulators for WOX5 expression
in the QC [27]. Even though SHR and SCR do not regulate WOX5 directly in the GHRN1
model, they do regulate directly/indirectly the activity of ARF10 and in the absence of any of
them, ARF10 will be active in all the PD attractors. Therefore, these simulations indicate that
even though SCR and SHR may not regulate WOX5 directly, they are necessary for its activity
as experimentally reported in the RAM [27]. Furthermore, the model predicts that the lack of
WOX5 expression in these mutants might be accompanied by a broader expression domain of
ARF10 in the RAM.

Three simulations are particularly interesting because the predicted negative regulatory
interaction between SHR-JKD and ARF10 provides an explanation to their results. The first
simulation is the GOF of PHB that does not have an attractor corresponding to the QC (Fig
6A and S7 Appendix). It has been demonstrated that PHB represses WOX5 expression during
embryonic development [98] and this simulation suggests that this could also be happening
post-embryonically. Additionally, the model suggests that the repressive action of PHB over
WOX5 is constrained by JKD. In the simulation, a GOF of PHB represses the activity of JKD
activity [64], which leads to an ectopic activation of ARF10 in all the PD attractors, akin to be
active in the entire PD of the RAM (S6 Appendix). Under these conditions WOX5 cannot be
active due to the presence of ARF10 in all the PD attractors. Similarly, there is no QC attractor
in the simulation of the LOF of MIR166 (Fig 6B) that is a repressor of PHB. Experimentally,
the importance of MIR166 in the QC has not been conclusive [30], and our model shows that
it might be an important constraint to maintain PHB out of these cells as a necessary condition
for WOX5 activity. Another interesting simulation is the LOF of JKD that has no QC attractor
(Fig 6B) and in which ARF10 is expressed in all the PD attractors (S6 Appendix). The jkd
mutants have a misspecification of the QC cells [28], which has been previously explained due
to the decrease in SCR expression. Nevertheless, the jkd scr double mutants have a more severe
phenotype than the scr single mutant [28], suggesting that the role of jkd in the QC goes be-
yond the regulation of SCR expression. The simulation of the LOF of JKD indicates that in
Fig 6. Attractors recovered in the GOF and LOF simulations. The results of the GOF (A) and LOF (B) simulations of all nodes are shown. The attractors that are not identical to the 11 original attractors are indicated with * (see Methods). The color code is as in Fig 1.

https://doi.org/10.1371/journal.pcbi.1005488.g006
addition to JKD being necessary for SCR expression in the QC, it might also be necessary to repress ARF10. Otherwise, WOX5 cannot be active because of the ectopic activity of ARF10, as explained above.

The role of the GRAS transcription factors and auxin pathways had been described as independent of each other at the RAM, but the GHRN1 model presented here shows that there are multiple regulatory interactions among them (Fig 2). Interestingly, in the simulation of the GOF of SHR the activity of the nodes representing the components of the auxin signaling pathway recovered the expected configurations of the PD and TD attractors (S6 Appendix). Conversely, in the GOF simulation of Auxin or ARF the activity profiles of the GRAS transcription factors are unaffected (S6 Appendix). These simulations show that, as it has been observed experimentally, these two pathways appear to be parallel even though multiple regulatory interactions exist among them in the GHRN1.

Some simulations could not be compared directly with experimental data because the chemical fields that underlie the RAM organization cannot be included in the Boolean formalism used here. For example, several mutants have quantitative alterations in the size of the RAM domains (S7 Appendix). As the Boolean network model put forward here is a unicellular model, the comparison between the corresponding simulations and the experimental phenotypes is not completely feasible unless assuming that the loss of an attractor is equal to a partial decrease in the size of that domain. But in principle the simulation results are unicellular and discrete (1 or 0) and in these cases are not comparable with such experimental phenotypes. This is the case for the LOF/GOF simulations of auxin (Fig 6). Another example is the simulation of the LOF of ARF10 (Fig 6B) that predicts that WOX5 will be active in the central and peripheral pro-vascular PD attractors (S6 Appendix). Experimentally, this is not observed as the expression of WOX5 is still confined to its regular position in the arf10 arf16 double mutant [99]. The expression domain of the QC-specific marker QC25 is slightly expanded in this genetic background [100], but not as much as the simulation suggests. An aspect that is not considered by the Boolean network is the spatial distribution of auxin in the RAM, which is unperturbed in the arf10 arf16 double mutant [100]. The role of the auxin chemical field or uncharacterized redundancy in the auxin signaling pathway involved in repressing WOX5 could be the reason this phenotype is not observed in vivo. Therefore, it is not possible to make a quantitative comparison between some of the simulations and the experimental evidence. But, it remains a possibility to observe the expression of WOX5 in the pro-vascular tissues of the RAM by altering the auxin distribution in the arf10 arf16 double mutant.

The GHRN1 model that we proposed is a useful framework that can be used to explore the specific role of particular regulatory interactions of a node under study. Thereby, we simulated a mutant where SHR does not inhibit CK, to evaluate the effect of this particular regulatory interaction in the model. In this simulation, the GHRN1 model still recovered 11 steady-state attractors (Fig 6B). The only difference with the original attractors is that the root cap attractors do not have activity of the CK signaling pathway in this simulation (S6 Appendix), showing that the repression of CK biosynthesis by SHR is necessary to explain the co-activity of auxin and CK signaling in the root cap. As the PD and TD attractors were recovered with the expected activity configurations (Fig 6B), this result is consistent with the repression of CK by SHR not being involved in the regulation of the transition from proliferation to differentiation in the RAM [79]. Therefore, the cross-talk of hormones and transcription factors that we integrated in the GHRN1 model provides a possible explanation not only for the paradoxical effects of auxin responses in the RAM, but also for the emergence of the co-activity of auxin and CK pathways in the root cap.

Overall the analysis of mutants showed that the GHRN1 model agrees in most cases with what has been reported experimentally (S7 Appendix), including the simulation of the LOF
mutants of SCR, SHR, JKD and the GOF of PHB that have a misspecification of the QC cells (Fig 6). Moreover, the model elucidated a potential new role of MIR166 in the maintenance of the QC cells, proving that the core system-level module that we uncovered is a valuable theoretical framework that can be used to predict and discern on the regulatory role of a component in the context of the rest of the interactions integrated in the model. Our analysis suggests that WOX5 is not active in any of these simulations because of the broader activity domain of ARF10. These results provide further support to the hypothesis concerning ARF10 regulation proposed here, and show that the GHRN1 model contains the components and interactions necessary and sufficient to recover attractors that correspond to the genetic and auxin/CK activity profiles that have been described for different cell types in the RAM for WT and mutants of *A. thaliana*. Moreover, the simulation where SHR does not repress CK is another example where the GHRN1 model proved to be a useful framework to evaluate the role of particular interactions in the regulation of the RAM.

**Discussion**

In this study we proposed a dynamic regulatory network model that is sufficient to describe how the cross-talk among the auxin/CK signaling pathways and some transcriptional regulators that have been shown to be important in root development, underlies the emergence of these hormones and factors configurations as observed in different types of cells along the *A. thaliana* RAM. The uncovered regulatory module provides the first system-level mechanistic explanation for the emergence of coupled transcriptional and hormonal activity configurations along the root longitudinal axis. Importantly, our analyses indicate that the effect of auxins over WOX5 activity might depend on the cellular context that, at the same time is established by the multi-stability of the regulatory network. These results argue that the complex qualitative regulatory network formed by hormones and transcriptional regulators is important for the process of cell-fate specification, as well as to understand how cells “interpret” auxin signals, and how the different profiles of hormonal (auxins and CK) activity emerge along the longitudinal axis of the *A. thaliana* RAM.

The fixed-point attractors recovered by the model correspond to the genetic configurations of the transcription factors considered in the minimal GHRN1, that are associated to different cell types of the RAM, in addition to the auxin/CK activities that have been also shown to correlate with the cell behaviors observed in the PD and TD of the RAM and the root cap (Fig 3). Contrary to the cyclic attractors recovered in the synchronous updating scheme in the discrete model, the 11 fixed-point attractors were found to be also attractors when we solved the model with the asynchronous updating schemes and in the continuous version of the GHRN1 model. Therefore, the 11 attractors seem to emerge from the restrictions imposed by the interactions integrated in the model presented here, rather than by an artifact due to the updating scheme. The GHRN1 model predicted the existence of two attractors that according to expression data may correspond to uncharacterized cell types that can be found near the central pro-vascular tissues of the TD at the RAM [42,75,85]. These attractors have activity of CLE40, PHB and the CK pathway, and no activity of SHR (Fig 3B). The recovery of these attractors by the GHRN1 model raises the question of the functional importance of these cell types in the RAM. Since at least one of the CLE40 receptors is expressed in the epidermis from the TD onwards [90], it is possible that this signaling peptide is involved in cell communication from the main source of CK in the central cylinder to the outer tissues of the TD at the RAM. As in the TD, cells of different types stop proliferating at different times [17,18], it is tempting to speculate that this signaling could be involved in cell-cycle/growth synchronization among tissue layers prior to rapid cell growth at the elongation zone. Additionally, the decrease of SHR expression could
cause an increase in CK levels in the TD associated to the transition from proliferation to differentiation. Further experiments are needed to explore both hypotheses.

The GHRN1 model includes previously reported interactions but also new hypotheses regarding the regulation of ARF10 and ARF5 by key regulators of cell fate (Fig 2B and 2C). These hypotheses are based on information from the literature. Once introduced in the model, the uncovered module has the necessary and sufficient set of components and interactions for the minimal GHRN1 model to recover attractors with the activity profiles of these ARFs as observed in the cell types of the RAM (Fig 3A); including the QC attractor where ARF5 is active and ARF10 is not. The emergence of ARF10 and ARF5 activity configurations is a significant result of our model because these ARFs had been reported to regulate WOX5 expression in opposite directions, but we were lacking an explanation for this paradoxical behavior at the RAM. Our model suggests that these particular auxin responses might be context dependent. The fact that different RAM tissues differ in the activity of the ARFs, suggests that there is an inherent correspondence between the cell differentiation process and auxin responsiveness at the RAM of *A. thaliana*. Recently, it was reported that ARF10 could be a regulator of SHR as it physically binds its promoter [47], making it possible that ARF10 feedbacks on its regulators by quantitatively modulating the expression of SHR in the pro-vascular tissues, where both are co-expressed. Moreover, PHB promotes ARF5 expression at the RAM [101], suggesting that the regulatory interactions among transcriptional regulators and the components of the hormonal signaling pathways that we explore in this study are a recurrent theme in RAM regulation.

It is important to highlight that the regulation of the RAM depends on many more hormones and genetic regulators than the ones we integrated in the GHRN1 model. In this sense, the GHRN1 model presented here is not a complete one. Many more components are at play during the post-embryonic development of the RAM of *A. thaliana*. Nonetheless, the model constitutes a starting dynamic regulatory module into which additional components can be included in future modeling efforts. Such components could be additional transcriptional regulators [43–47,56], hormone signaling/transport/metabolism pathway components [20–22] and cell cycle regulators that are main regulators of cellular patterning at the RAM [3,32,40,97,102]. High-throughput approaches have postulated putative regulatory interactions of key regulators of the RAM [43–47], as well as described the activity patterns of many genes with cell type resolution [22,42,46,47,85]. Such computational efforts have been incredibly valuable to know how genes are spatially expressed in the RAM under different conditions. In some of these analyses it has been shown that the cellular context is instructive to specify transcriptional responses [22,46], but the underlying mechanisms setting out the context are not entirely understood. The GHRN1 we propose in this paper comprise a robust and well-validated module that offers an opportunity to integrate the role of additional transcription factors as they are functionally characterized. But the model presented here already comprises a first dynamic mechanism to understand the emergence of cell context from the concerted activity of multiple regulators and auxin/CK signaling. Particularly, it will be interesting to study the links between the mechanisms underlying cell differentiation and the specificity in the responses of transcription factors/hormones that clearly have context-specific and important roles in RAM regulation [22,46]. Such is the case of the auxin-responsive *PLETHORA* genes that have been shown to have spatial specific responses. How such responses are established is not entirely understood [46]. Another extension of the model could imply improving the details about how the expression patterns of SHR, JKD and SCR are regulated as several candidate genes for such regulation have been found recently [47]. Understanding how SCR and JKD can be expressed independently of SHR in the context of the GHRN1 model could be useful to explore the dynamic effects of the dual role of JKD over SCR [45]. This surely will also
help connect the GHRN1 core regulatory module with many other pathways or modules. In this way, the resolution of the mechanisms underlying cell-fate specification during RAM development could be improved. The GHRN1 module uncovered here, thus constitutes a building block to further generate systemic and mechanistic understanding of the role of these genes in the context of the regulatory interactions included so far in the GHRN1.

We tested the robustness of the GHRN1 model to random perturbations and compared it with that of topologically equivalent random networks. We found that the attractors of the GHRN1 model are more robust than those recovered from random networks, but not as robust as those of other network models grounded on biological information [94–97]. This is likely to be because some important components and interactions are still missing in the GHRN1 model. For instance, we did not consider the redundancy of the hormone signaling pathways, which is likely to provide additional robustness to the system. In fact, the attractors of the network were more prone to be altered if the AUXIAA and ARF logical rules were altered (Fig 5B). As more information becomes available we will be able to break down the individual role of each ARF and Aux/IAA protein, and directly address the role of their redundancy and specific responses in RAM development.

The models were validated by simulating the GOF/LOF mutants of each component. In most cases the simulated and observed altered configurations or phenotypes agreed (Fig 6 and S7 Appendix). For example, the misspecification of the QC cells in the scr, shr and jkd mutants [24,27,28] was recovered as a loss of the QC attractor when these loss of function mutants were simulated (Fig 6 and S7 Appendix). The results show that these regulators are necessary for WOX5 activity, although they are not direct regulators of it in the GHRN1 model. Instead, they form part of a complex regulatory network and are indirectly involved in the regulation of the QC cell fate. The simulation of LOF of MIR166 also lost the QC attractor. Experimentally, the role of MIR166 in the QC cells had not been conclusive [30], but in the context of our model it becomes clear that it is a necessary restriction to repress PHB to indirectly maintain the QC activity configuration. This simulation is particularly interesting because it is a clear example of how the type of theoretical framework that we put forward in this paper can be used to clarify the role of particular regulators in the context of the collective activity of the other network components during RAM development. In this case, the model suggests that MIR166 at the QC might have a key and previously unknown role in maintaining this cell type. These simulations that do not recover the QC attractor (LOF SCR, SHR, JKD and MIR166), show that additionally to not having WOX5 activity, these mutants might have activity of ARF10 in all the PD cells. The latter could be tested by studying the activity of the ARF10 transcriptional reporter [87] in the corresponding mutant backgrounds. We would expect ARF10 to be expressed all over the meristem. The current understanding of WOX5 transcriptional regulation states that it is promoted by the joint activity of two parallel pathways: the GRAS transcription factors SCR and SHR, that regulate the radial patterning of the root, and auxin that is involved in root apical-basal patterning [24,27]. Our model is consistent with this idea as SCR, SHR and auxin are indeed positive, but indirect regulators of WOX5 activity. Furthermore, our study complements this idea by showing that the components of these presumably parallel pathways converge in ARF10/ARF5 to regulate WOX5 expression. Then, the effect of these regulators over WOX5 and in the diverse cell behaviors in the RAM needs to be interpreted in the context of the proposed regulatory module formed by transcriptional regulators and the auxin/CK signaling pathways that we integrated in the minimal GHRN1 model.

By using a Boolean approach, we showed that it is possible to explain the opposite effects of auxin on WOX5 expression without assuming dosage-dependent effects. Still, the discrete nature of this approach imposes some limitations when comparing the results of the GOF/LOF simulations with experimental data. A Boolean network renders the possible activity
profiles of a regulatory system, but it does not allow quantitative analyses or the study of how
the spatio-temporal patterns of different cell types emerge. Certainly, such behaviors cannot be
modeled or predicted with a Boolean model, but complex systems in which many non-linear
interactions are involved have dynamics that are mainly driven by the structure of the interac-
tions, rather than the details of the kinetic functions [103]. Such systems are robust to quantita-
tive alterations of the kinetic functions. Hence, important system-level information can be
obtained from such qualitative models. Indeed, despite the limitations of using a discrete
modeling approach, for most simulated mutants we were able to make a comparison with
experimental phenotypes (S7 Appendix). The reasons some simulations could not be validated
was either due to the lack of experimental information, due to the redundancy of the compo-
nents of the hormone signaling pathways, or due to the fact that the comparisons were not
feasible. An example of this last case is the LOF simulation of auxin that results in no PD
attractors (Fig 6B). As the chemical fields in the RAM are rarely severely perturbed due to the
redundancy in the mechanisms underlying hormone metabolism and transport, the results of
these simulations cannot be directly compared with experimental data, unless assuming that
no PD/TD attractors imply smaller domains in the RAM. Another example is the simulation
of the LOF of ARF10 that predicts that WOX5 may be active in the pro-vascular tissues of the
PD of the RAM, which does not happen in the arf10 arf16 genetic background as the auxin
gradient is not severely perturbed [99,100]. Thus, even though the GHRN1 model has a signifi-
cant predictive potential to describe the genetic expression and hormonal activity configura-
tions of cells in the RAM for WT and most mutants, the model is still incomplete. There are
additional regulatory constraints that need to be taken into account to have a more complete
understanding of the system.

For example, the mechanisms underlying the formation and maintenance of the chemical
fields and those responsible for the spatial organization of different cell types of the RAM con-
stitute additional and important developmental constraints. These mechanisms are well
described [3,7,36,48,51,86], and a future challenge will imply understanding the activity of the
GHRN1 network in a multi-level model that considers the role of cell-cell interactions, physi-
cal-chemical fields defined explicitly in spatio-temporal terms, or the intercellular movement
of some of the components of the proposed module, to explain the emergence of the positional
information for the organization and temporal appearance of the different cell types along the
RAM. In this sense it will be of particular interest to study the quantitative and temporal effects
of auxin in the organization of the RAM [41] and the regulation of the formative divisions of
the ground tissue [3]. The contribution put forward here is a fundamental integrative step to
further pursue such spatio-temporal modeling and understanding of RAM patterning.

Generic transcriptional-hormone feedback mechanisms underlie a
potentially generic information processing mechanisms in multicellular
organisms

Signaling molecules regulate different aspects of multicellular development. Understanding
how cells acquire positional information or interpret a signaling molecule is key for under-
standing how ordered patterns of development, growth and regeneration emerge in multicel-
lar organisms. In this paper we explored with a dynamic model the interactions among
transcriptional regulators and two hormones. This model enabled us to explain, among other
things, the paradoxical effects of auxin over a key gene for RAM organization: WOX5. Our
model indicates that auxin readout might depend on which signaling components are present
in a cell, which is a result of the differentiation process (Fig 7). The gene regulatory networks
are inherently multi-stable, each state corresponding to a configuration characteristic of a cell
type, and this feature is translated into the multiplicity of auxin responses. As long as there is redundancy and functional divergence in the components of a signaling pathway, it is possible that the correspondence between the readout of signaling molecules and cell differentiation that we proposed for the RAM of *A. thaliana* is a common feature in multicellular development. Such mechanism implies that as cells acquire a cell fate with a particular hormone/regulators configuration, they may also establish a differential capacity to respond to generic signaling molecules. The RAM constitutes a SCN with a generic cellular pattern mostly shared by niches of all multicellular organisms [9,10]. The model provided here bears novel hypotheses that can be tested experimentally and it thus contributes a useful theoretical framework to continue integrating additional genetic and chemical components and interactions that

---

**Fig 7. Nonlinear coupling between the auxin signaling pathway and the gene regulatory network.** The model suggests that the readout of auxin could be mediated by complex interactions between its signaling pathway and the gene regulatory network.

https://doi.org/10.1371/journal.pcbi.1005488.g007
underlie cell differentiation and patterning in a SCN. Therefore, the GHRN1 model we proposed in this paper is a significant step forward toward understanding the complex interactions among genetic and hormone signaling pathways in multicellular development and patterning of stem cell niches.

Methods

Boolean networks

Boolean networks allow the qualitative study of the dynamics of cell fate acquisition considering the concerted action of several main regulators [104–108]. In Boolean networks the nodes are modeled as discrete variables that have one of two possible activity states: 0 (inactive) and 1 (active). The system is solved in discrete time steps, such that the state of a node will be influenced by the state of its regulators in a previous time step. Each node has a truth table (also known as Boolean function [105–108]) that explicitly states all the activity combinations of the state of its regulators (input), and the state of the node in the next time step (output). These truth tables/Boolean functions can be summarized into equivalent logical functions using the operators AND, OR and NOT and take the general form:

\[ x_i(t+1) = F_i(x_1(t), \ldots, x_k(t)) \]  

Where \( x_i(t+1) \) is the state of a node \( x_i \) at time \( t + 1 \) and \( x_1(t), \ldots, x_k(t) \) are the states of its regulators at time \( t \). For example, for a node \( x \) with regulators \( y \) and \( z \) and with the logical rule \( x(t+1) = y(t) \text{ AND } z(t) \), its derived truth table/Boolean function is shown in Table 2.

The system can be solved synchronously if the state of all nodes is updated each time step, or asynchronously if the nodes have different updating schemes. The system can be explored exhaustively from all possible initial conditions (\( 2^{\text{number of nodes}} \)) by applying the logical functions iteratively until eventually the system reaches an activity configuration that is recovered periodically. Such configurations are known as attractors (steady states) and are interpreted as the phenotypes or cell types of the system under study [104]. Attractors can be fixed-point or cyclic depending if they reached one state or if they oscillate between two or more states. We solved the GHRN models using three updating schemes: synchronous, all nodes are updated each time step; random asynchronous, where at each time step a single node is randomly selected to be updated; and weighed asynchronous, where nodes were classified in two groups of fast or slow and updated accordingly. For the weighed asynchronous updating scheme, we classified the nodes as fast or slow updating nodes based on their molecular nature. In particular, we defined the signaling proteins and some elements known to move between cells as fast updating nodes, whereas transcriptional regulators were considered as slow updating nodes.

Table 2. Truth table for the logical rule \( x(t+1) = y(t) \text{ AND } z(t) \).

<table>
<thead>
<tr>
<th>( y(t) )</th>
<th>( z(t) )</th>
<th>( x(t+1) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

https://doi.org/10.1371/journal.pcbi.1005488.t002
For the GOF and LOF mutant simulations we fixed the state of the mutated node to 1 or 0, respectively. This is equivalent to substituting all the output positions to 1/0 in the Boolean function of that node. For this analysis we used the random asynchronous updating scheme. For the WT simulations, to link an activity configuration to an expected attractor we expected a 100% similarity between the expected and recovered attractors (considering that " means the one could be either 1 or 0); in the case of the mutant analysis, an attractor was associated to an expected cell type as long as the activity of 12 nodes was the same between the expected and recovered attractors (0.75% similarity), but making sure that the transcription factors known to underlie cell fate had the correct activity patterns. The analysis of the Boolean networks was performed with the R package, BoolNet [109].

We used Griffin for the exhaustive exploration of the alternative GHRNs models to prove that no model can be recovered without including the two hypotheses we proposed. Griffin is a software that transforms a set of constrains (in our case the set of expected attractors and the topology of the network) into a Boolean sentence. Using symbolic algorithms, Griffin finds assignments of the Boolean variables that make the sentence true. Each assignment contains a set of Boolean functions that recovers the expected attractors. Griffin software was published before, and more information of how it works can be found in [91]. An updated version of Griffin is available upon request.

Robustness analysis of the Boolean networks

The robustness of the attractors of the Boolean networks was estimated by calculating the frequency of recovering the original attractors in perturbed copies of the network. The perturbed networks were constructed by changing an output value of the truth table/Boolean function from 0 to 1 (bitflip), or vice versa. Notice that the effect of fixing the state of a node to 0 or 1, as in the simulation of GOF and LOF mutants, is different from a bitflip in a position of the truth table/Boolean function. In the first instance, the activity of a node is fixed during throughout the simulation, whereas in the second case the logical function of the node is altered.

In the first robustness analysis, we compared the robustness of the GHRN1 against random networks. The perturbations were performed at random 100 times for the GHRN1 network and for 1,000 random networks with the same topological features (same number of nodes with the same number of input regulators). We solved each network from all possible initial conditions, and quantified if the original attractors were recovered in these perturbed networks. A significance threshold was set at 0.05, meaning that the attractor conservation in the GHRN1 network is higher than >95% of the random networks. In the second robustness analysis, we repeated this analysis by systematically altering each position of all truth table/Boolean functions of the GHRN1 model.

Continuous model

For the continuous model we approximated the Boolean functions to continuous sigmoidal functions following the protocol reported in [110]. The activity of each node in the continuous model is described by a differential equation of the form:

\[
\frac{dx_i}{dt} = \frac{-e^{0.5h} + e^{-h w_i}}{(1 - e^{0.5h}) (1 + e^{-h (w_i - 0.5)})} - \gamma x_i
\]

In this equation the first and second terms describe the production and degradation of the node, respectively. This equation adjusts the dynamic of each node to a sigmoidal function. The parameter \( h \) determines the strength of the interactions and controls if the activation curve of a node resembles a step function, a logistic function or a straight line; \( \gamma \) is the degradation rate.
and $w$ is the continuous form of the logical functions using fuzzy logic. The $w$’s used in this analysis can be found in S4 Appendix. We analyzed 100 sets of parameters for each ODEs system. In each set the value of the parameters of each node were selected at random from the ranges \((10–50)\) and \((0.5–1)\) for $h$ and $\gamma$, respectively. Each model was solved from 10,000 random initial conditions to recover the steady states at which they converged. The sets of parameters used for this analysis can be found in S5 Appendix.

For the simulation of mutants, we fixed the value of $w$ to 1 (GOF) or 0 (LOF) for the perturbed node. The parameters used to analyze the fate of the attractors of the Boolean network in the continuous version and for the mutant analysis were the same for all nodes: $h = 50$, and $\gamma = 1$. To analyze the steady states at which the system converges, we considered a node as active (1) when it had a value of $>0.9$; if its state was $<0.1$ then the node was inactive (0).

**Expression maps of ARF5, ARF10 and ARF16**

The expression maps of ARF5, ARF10 and ARF16 in the RAM (S1B Fig) integrate information from transcriptional data of specific root tissues from [89], transcriptional reporters from [87], and in a few instances translational reporters from [83,100].

**Model assumptions**

Boolean logic can qualitatively formalize many sorts of regulatory interactions and dependencies in the form of logical functions, to dynamically study their concerted action. The nodes of the Boolean network models presented here represent hormones, signaling proteins or genes. For hormones, if a node is active (1) it means that its cellular concentration is high enough to activate its signaling pathway. Otherwise, the node is inactive (0). For genes, inactivity means that the gene is not expressed, or could be expressed but not active due to post-translational regulation. Thus, the activity of nodes that represent genes means that they are expressed and active at the protein level. Below, we provide two representative examples of how experimental information at different levels of regulation was formalized into Boolean functions. The first example is SCR. Functionally, SCR expression requires SHR and SCR itself, that form a protein complex that act as transcriptional activators [38,43,61]. Moreover, JKD and SCR form protein complexes with SHR and promote its nuclear localization [36,61], otherwise it will be located in the cytoplasm. Then, JKD is a necessary constraint for SCR expression (even though JKD does not regulate SCR expression directly) given its regulatory role on SHR cellular localization. In the model, cellular compartments are not considered explicitly. Thus, we formalized these documented interactions and dependencies among the nodes in an abstract but valid way, as $SCR(t+1) = SCR(t)$ and $SCR(t)$ and $JKD(t)$. Hence, we can study the overall structure of the documented regulatory interactions beyond biochemical details. Below, we show the truth table derived from the logical function of SCR (Table 3), to show how the output value of each row was decided based on experimental information.

Another example is ARR1. It has been reported that SCR represses the expression of ARR1 in the QC and the RAM [34,57]. Moreover, ARR1 at the protein level has to be activated by the phosphorylation cascade initiated by CK. Therefore, the logical rule of ARR1 is $ARR1(t+1) = not SCR(t)$ and $CK(t)$. This logical rule considers that one condition for ARR1 to be active is that SCR has to be absent. Additionally, it is necessary to have activity of CK. The truth table of ARR1 is shown below (Table 4).

These two examples (SCR and ARR1) show how the activity of a node depends on various regulatory processes that may act at different levels of molecular regulation, and how this regulation can be integrated in the form of a logical function. This means that for a node to be
active, several conditions likely to be acting in different regulatory processes need to be satisfied.

In the model we consider only regulatory interactions that modify the activity of a node, and not regulatory interactions that modulate the magnitude of activity of a node. For example, we did not consider the activation of Aux/IAA expression by the ARFs because it does not compromise auxin responses [111]. Moreover, we did not consider the repression of PHB by CK, because it has been proposed not to compromise its activity but to modulate it quantitatively [4]. The logical functions of the nodes AUXIAA and ARF only consider post-translational regulation because the transcriptional regulators that control their expression are unknown for most of them. Thus, we assumed that these nodes have a basal transcription rate.

MIR166 moves from its site of synthesis in the adjacent layer to the pro-vascular tissues, where it promotes the degradation of PHB. A mutual degradation between MIR166 and PHB has been suggested to form sharp boundaries of activity [50]. We followed this assumption such that the non-cell autonomous role of microRNA MIR166 was modeled considering that is active either in its site of synthesis (where SHR and SCR are active) or if PHB is not present. The same assumption regarding movement was made for SHR; it is active either in its site of synthesis (SHR) or where JKD and SCR are present as SHR move between cells and these

Table 3. Truth table of SCR with the rationale behind each output value.

<table>
<thead>
<tr>
<th>SCR (t)</th>
<th>SHR (t)</th>
<th>JKD (t)</th>
<th>SCR (t+1)</th>
<th>Rationale</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>SCR is expressed in the shootward part of the meristem of shr mutants [38], indicating that it can be expressed independently of SHR. There are several candidate regulators of SCR [47] which remain to be validated and functionally characterized in order to include them in the model. Thus, given the regulators considered, SCR = 0 when all its regulators are inactive the previous time step.</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>The amplification of JKD expression in shr mutants showed that JKD represses SCR expression in the absence of SHR [45]. Then, when only JKD is active, the next time step SCR will be inactive.</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>For SHR to be able to activate SCR it needs to be located in the nucleus, which is regulated by SCR and JKD [36,61].</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>When JKD and SHR are active, the next time step SCR will be inactive. This is because even though JKD promotes SHR nuclear localization at a certain extent, the maximum effect over SCR expression is observed when SCR is also present [61]. It is important to remember that our model does not describe quantitative variations in activity; instead when a node is active it means maximum levels of activity. Importantly, if we relax this criterion and allow SCR activity in this context, the model still recovers 11 attractors.</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>SCR cannot self-activate its promoter by itself.</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>In the absence of SHR, JKD does not allow SCR activity the next time step. Again, corresponding to a repressive action of JKD over SCR [45].</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>It has been shown that SCR and SHR are not sufficient to effectively activate SCR promoter in protoplasts [61]. We followed this evidence given that in the Boolean model we aim at understanding how maximal levels of activity are attained (instead of quantitative variations). In the RAM, this requirement for JKD is evident in the jkd mutant that shows a lack of SCR activity in the QC [28]. If we relax this criterion, we still recover the 11 original attractors plus a new attractor with no biological meaning.</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>In the model SCR activity requires the activity of SCR, SHR and JKD the previous time step. This is supported by the requirement of these three proteins to activate effectively SCR promoter [61], and for full SHR nuclear retention [61].</td>
</tr>
</tbody>
</table>

Table 4. Truth table of ARR1.

<table>
<thead>
<tr>
<th>SCR(t)</th>
<th>CK(t)</th>
<th>ARR1(t+1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

https://doi.org/10.1371/journal.pcbi.1005488.t004
proteins promote its nuclear retention outside its site of synthesis. For the second instances to be valid, at least one attractor must represent its site of synthesis.

ARF10 and ARF16 expression patterns are different at the RAM (S1A Fig) suggesting that they are differentially regulated there. However, their expression patterns overlap and they redundantly promote the differentiation of the root cap [89,100]. Therefore, we considered them as a single node. For the validation analysis, the ARF10 GOF simulation was compared with a resistant line that overexpresses ARF16 (Pro$_{35S}$:mARF16), and in the LOF analysis of ARF10 the comparison was made with the double mutant arf10 arf16 (S7 Appendix).

Supporting information

S1 Fig. ARF5 and ARF10 expression in various RAM tissues. Expression of ARF5 and ARF10 in the columella, QC, developing xylem, endodermis and cortex cells (data taken from [89]). Bars represent the standard error.

S2 Fig. Attractor robustness and new attractors recovered in the systematic perturbation of the Boolean functions of the GHRN1 model. (A) The frequency at which each attractor was recovered or lost in the systematic perturbation of all Boolean functions is shown. (B) The graph shows the percentage of the simulations at which the new attractors are recovered.

S1 Appendix. Logical rules of the GHRN model.

S2 Appendix. Attractors recovered by the GHRN models. The wild-type attractors recovered by the GHRN and GHRN1 models are shown. The steady state attractors were recovered when solved with three different updating schemes (Methods). The cyclic attractors are recovered only in the synchronic update.

S1 Appendix. Logical rules and Boolean functions of the GHRN1 model.

S2 Appendix. Continuous version of the logical functions of the GHRN1 model. The w’s function of each node of the GHRN1 model is shown.

S3 Appendix. Analysis of the continuous version of the GHRN1 model. The 11 attractors of the discrete GHRN1 model are maintained as steady states in the continuous extensions of the models. Moreover, the cyclic attractors and 100,000 random initial conditions converged only to one of these 11 steady states. The sets of random parameters used for the parameter analysis are also shown.

S4 Appendix. Attractors recovered in the simulation of GOF and LOF mutants in the Boolean and the continuous version of the GHRN1 model. The attractors recovered in the in silico simulations of GOF and LOF mutants for the GHRN1 model are shown. The nodes that change activity in comparison with the wild-type simulations are indicated in red.

S5 Appendix. Comparison between the in silico phenotypes and experimental evidence. Tables 1 and 2 show the comparison for the GOF and LOF simulations, respectively.
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