Supporting Information
S4 Methods: Partial information decomposition
As in previous applied studies [1,2], we measure redundancy with pointwise common change in surprisal for Gaussian variables [3]. Continuous data values were first subjected to a rank-normalisation (copula-normalised) [4] before being treated as Gaussian variables. A crucial advantage of this redundancy measure as opposed to other PID implementations is that it measures the overlapping information content at the pointwise level and therefore can be interpreted as a within sample (here participant) measure of redundant prediction, directly linked to the coding interpretations of MI. An advantage of the PID over variance partitioning approaches is that unique variance explained might, like conditional mutual information, be confounded by synergistic effects [5], whereas PID with common change in surprisal gives the true unique contribution. While the PID has so far been applied within subject to trial data, information theoretic quantities can also be applied as a second level analysis, where each participant is a sample [6].
The statistical significance of the different information values was assessed with a nonparametric permutation test [7]. A permutation distribution (based on 10,000 different random permutations) was computed for each information value by randomly permuting children’s target values (i.e., assigning target values of child 1, 2, 3, …, 73 to, e.g., child 34, 20, 61, …, 19). This permutation scheme specifically disrupts the associations between explanatory and target variables while preserving the associations within all explanatory variables and within all targets variables. For each information value, a significance level was computed as the proportion of values from the permutation distribution exceeding the observed value. We also computed the mean and standard deviation of the permutation distribution values to convert information measures into z-scores. Note that, owing to the generality of permutation statistics, significance levels are exact regardless of the strengths and weaknesses of the method used to estimate associations (here PID); and owing to the specificities of the permutation scheme we used, significance levels intrinsically take into account the dimensionality of the explanatory and target sets. Still, for cross-checking, some information values were also compared to their distribution obtained for explanatory variables permuted across subjects.
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