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Abstract

Music is core to human experience, yet the precise neural dynamics underlying music per-
ception remain unknown. We analyzed a unique intracranial electroencephalography
(IEEG) dataset of 29 patients who listened to a Pink Floyd song and applied a stimulus
reconstruction approach previously used in the speech domain. We successfully recon-
structed a recognizable song from direct neural recordings and quantified the impact of dif-
ferent factors on decoding accuracy. Combining encoding and decoding analyses, we found
a right-hemisphere dominance for music perception with a primary role of the superior tem-
poral gyrus (STG), evidenced a new STG subregion tuned to musical rhythm, and defined
an anterior—posterior STG organization exhibiting sustained and onset responses to musical
elements. Our findings show the feasibility of applying predictive modeling on short datasets
acquired in single patients, paving the way for adding musical elements to brain—computer
interface (BCI) applications.

Introduction

Music is a universal experience across all ages and cultures and is a core part of our emotional,
cognitive, and social lives [1,2]. Understanding the neural substrate supporting music percep-
tion, defined here as the processing of musical sounds from acoustics to neural representations
to percepts and distinct from music production, is a central goal in auditory neuroscience. The
last decades have seen tremendous progress in understanding the neural basis of music percep-
tion, with multiple studies assessing the neural correlates of isolated musical elements such as
timbre [3,4], pitch [5,6], melody [7,8], harmony [9,10], and rhythm [11,12]. It is now well
established that music perception relies on a broad network of subcortical and cortical regions,
including primary and secondary auditory cortices, sensorimotor areas, and inferior frontal
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gyri (IFG) [13-16]. Despite extensive overlap with the speech perception network [17,18],
some brain regions of the temporal and frontal lobes are preferentially activated during music
perception [15,19-21]. Recent studies report selective musical activation of different neural
populations within the STG and the IFG [22]. Both hemispheres are involved in music pro-
cessing, with a relative preference for the right hemisphere compared to a left dominance for
speech [23,24]. However, an integrated view combining these musical elements and specific
brain regions using a single predictive modeling approach applied to a naturalistic and com-
plex auditory stimulus is lacking. In this study, we aimed to specify which brain regions are
preferentially engaged in the perception of different acoustic elements composing a song.

Here, we used stimulus reconstruction to investigate the spatiotemporal dynamics underly-
ing music perception. Stimulus reconstruction consists in recording the population neural
activity elicited by a stimulus and then evaluating how accurately this stimulus can be recon-
structed from neural activity through the use of regression-based decoding models. Recon-
structing sensory inputs from recorded neuronal responses is proposed to be “a critical test of
our understanding of sensory coding” [25]. What information about the outside world can be
extracted from examining the activity elicited in a sensory circuit and which features are repre-
sented by different neural populations [26-28]?

We adopted the methodological approach used in speech reconstruction. Music and speech
are both complex acoustic signals relying on a multiorder, hierarchical information structure
—phonemes, syllables, words, semantics, and syntax for speech; notes, melody, chords, and
harmony for music [29]. The idea that music could be reconstructed using the same regression
approach as applied to speech is further supported by past studies showing a functional overlap
of brain structures involved in speech and music processing [30].

Important advances have been made in reconstructing speech from the neural responses
recorded with intracranial electroencephalography (iEEG). iEEG is particularly well suited to
study auditory processing due to its high temporal resolution and excellent signal-to-noise
ratio [31] and provides direct access to the high-frequency activity (HFA; 70 to 150 Hz), an
index of nonoscillatory neural activity reflecting local information processing and linked to
single-unit firing [32] and the fMRI BOLD signal [33]. Several studies found that nonlinear
models decoding from the auditory and sensorimotor cortices provided the highest decoding
accuracy [34,35] and success in reconstructing intelligible speech [36]. This is likely due to
their ability to model the nonlinear transformations undergone by the acoustic stimuli in
higher auditory areas [37,38].

We obtained a unique iEEG dataset where 29 neurosurgical patients passively listened to
the popular rock song Another Brick in the Wall, Part 1 (by Pink Floyd), while their neural
activity was recorded from a total of 2,668 electrodes directly lying on their cortical surface
(electrocorticography (ECoG)). This dataset has been used in previous studies asking different
research questions without employing decoding or encoding models [39-43]. Passive listening
is particularly suited to our stimulus reconstruction approach, as active tasks involving target
detection [3,7,8] or perceptual judgments [6,10], while necessary to study key aspects of audi-
tory cognition, can confound the neural processing of music with decision-making and motor
activity adding noise to the reconstruction process. The Pink Floyd song used in this dataset
constitutes a rich and complex auditory stimulus, able to elicit a distributed neural response
including brain regions encoding higher-order musical elements including chords (i.e., at least
3 notes played together), harmony (i.e., the relationship between a system of chords), and
rhythm (i.e., the temporal arrangement of notes) [44,45].

We investigated to what extent the auditory spectrogram of the song stimulus could be
reconstructed from the elicited HFA using a regression approach. We also quantified the effect
of 3 factors on reconstruction accuracy: (1) model type (linear versus nonlinear); (2) electrode
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density (the number of electrodes used as inputs in decoding models); and (3) dataset duration
to provide both methodological and fundamental insights into the reconstruction process. We
then tested whether the reconstructed song could be objectively identified, following a classifi-
cation-like approach [34]. Given the similar qualities of speech and music and the substantial
overlap in their neural substrates, we hypothesized that we would encounter the same limita-
tions as observed in speech reconstruction studies, wherein only nonlinear models provide a
recognizable reconstructed stimulus (i.e., a song that a listener could identify, without the
vocals being necessarily intelligible), and that decoding accuracy has a logarithmic relationship
with both electrode density and dataset duration.

Note that previous studies have applied decoding models to the music domain, employing a
classification approach. These studies tested whether decoding models could identify different
musical pieces [46] and genres [47,48] or estimate musical attention [49] or expertise level of
the listener [50]. A recent study attempted to reconstruct music from EEG data and showed
the feasibility of this approach [51]. To our knowledge, we present here the first iEEG study
reporting music reconstruction through regression-based decoding models.

In addition to stimulus reconstruction, we also adopted an encoding approach to test
whether recent speech findings generalize to music perception. Encoding models predict neu-
ral activity at one electrode from a representation of the stimulus. These models have been suc-
cessfully used to evidence key neural properties of the auditory system [52,53]. In the music
domain, encoding models have shown a partial overlap between the neural activity underlying
music imagery and music perception [54]. Recent speech studies have found that STG was par-
cellated along an antero-posterior axis. In response to speech sentences, posterior STG exhib-
ited a transient increase of HFA at the onset of the sentence, while anterior STG exhibited a
sustained HFA response throughout the sentence [55,56]. Here, we investigated whether we
could observe similar HFA activity profiles, namely onset and sustained, in response to a musi-
cal stimulus. Finally, we performed an ablation analysis, a method akin to making virtual
lesions [57,58], by removing sets of electrodes from the inputs of decoding models. This
method allowed us to assess the importance of anatomical and functional sets of electrodes in
terms of how much information they contained about the song stimulus, and if this informa-
tion is unique or redundant across different components of the music network. We hypothe-
sized that the right STG would have a primary role in representing acoustic information
during music perception and that we would observe a similar antero-posterior STG parcella-
tion with sustained and onset responses as observed in the speech domain. Further, we antici-
pated that other components, tuned to specific musical elements, might emerge and extend
this parcellation.

In summary, we used regression-based decoding models to reconstruct the auditory spec-
trogram of a classic rock song from the neural activity recorded from 2,668 ECoG electrodes
implanted in 29 neurosurgical patients, we quantified the impact of 3 factors on decoding
accuracy, and we investigated the neural dynamics and regions underlying music perception
through the use of encoding models and an ablation analysis.

Results
Distribution of song-responsive electrodes

To identify electrodes encoding acoustical information about the song, we fitted spectrotem-

poral receptive fields (STRFs) for all 2,379 artifact-free electrodes in the dataset, assessing how
well the HFA recorded at these sites could be linearly predicted from the song’s auditory spec-
trogram (Fig 1). From a dense, bilateral, predominantly frontotemporal coverage (Fig 2A), we
identified 347 electrodes with a significant STRF (Fig 2B; see S1 Fig for a detailed view of each
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Fig 1. Protocol, data preparation, and encoding model fitting. (A) Top: Waveform of the entire song stimulus. Participants listened to a 190.72-second rock
song (Another Brick in the Wall, Part 1, by Pink Floyd) using headphones. Bottom: Auditory spectrogram of the song. Orange bars on top represent parts of the
song with vocals. (B) X-ray showing electrode coverage of 1 representative patient. Each dot is an electrode, and the signal from the 4 highlighted electrodes is
shown in (C). (C) HFA elicited by the song stimulus in 4 representative electrodes. (D) Zoom-in on 10 seconds (black bars in A and C) of the auditory
spectrogram and the elicited neural activity in a representative electrode. Each time point of the HFA (y;, red dot) is paired with a preceding 750-ms window of
the song spectrogram (X, black rectangle) ending at this time point (right edge of the rectangle, in red). The set of all pairs (X, y;), with i ranging from .75 to
190.72 seconds constitute the examples (or observations) used to train and evaluate the linear encoding models. Linear encoding models used here consist in
predicting the neural activity (y) from the auditory spectrogram (X), by finding the optimal intercept (a) and coefficients (w). (E) STRF for the electrode shown
in red in (B), (C), and (D). STRF coefficients are z-valued and are represented as w in the previous equation. Note that 0 ms (timing of the observed HFA) is at
the right end of the x-axis, as we predict HFA from the preceding auditory stimulus. The data underlying this figure can be obtained at https://doi.org/10.5281/
zenodo.7876019. HFA, high-frequency activity; STRF, spectrotemporal receptive field.
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patient’s coverage and significant electrodes). We found a higher proportion of song-respon-
sive electrodes in the right hemisphere. There were 199 significant electrodes out of 1,479 total
in the left hemisphere and 148 out of 900 in the right one (Fig 2B, 13.5% versus 16.4%, respec-
tively; X* (1, N = 2,379) = 4.01, p = .045).

The majority of the 347 significant electrodes (87%) were concentrated in 3 regions: 68% in
bilateral superior temporal gyri (STG), 14.4% in bilateral sensorimotor cortices (SMCs, on the
pre- and postcentral gyri), and 4.6% in bilateral IFG (Fig 2C). The proportion of song-respon-
sive electrodes per region was 55.7% for STG (236 out of 424 electrodes), 11.6% for SMC (45/
389), and 7.4% for IFG (17/229). The remaining 13% of significant electrodes were distributed
in the supramarginal gyri and other frontal and temporal regions. To examine whether the
higher proportion of song-responsive electrodes in the right hemisphere was driven by differ-
ent nonuniform coverages between both hemispheres (e.g., by a denser coverage of nonaudi-
tory regions in the left hemisphere than in the right hemisphere), we restricted our analysis to
the 3 main song-responsive regions (STG, SMC, and IFG). We found a higher proportion of
song-responsive electrodes in these right song-responsive regions, with 133 significant elec-
trodes out of 374 total, against 165 out of 654 in the corresponding left regions (35.6% versus
25.3%, respectively; X?(1,N=1,026) = 12.34, p < .001).

Analysis of STRF prediction accuracies (Pearson’s r) found a main effect of laterality (addi-
tive two-way ANOV A with laterality and cortical regions as factors; F(1, 346) = 7.48,
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Fig 2. Anatomical location of song-responsive electrodes. (A) Electrode coverage across all 29 patients shown on the
MNI template (N = 2,379). All presented electrodes are free of any artifactual or epileptic activity. The left hemisphere
is plotted on the left. (B) Location of electrodes significantly encoding the song’s acoustics (N, = 347). Significance
was determined by the STRF prediction accuracy bootstrapped over 250 resamples of the training, validation, and test
sets. Marker color indicates the anatomical label as determined using the FreeSurfer atlas, and marker size indicates the
STRF’s prediction accuracy (Pearson’s r between actual and predicted HFA). We use the same color code in the
following panels and figures. (C) Number of significant electrodes per anatomical region. Darker hue indicates a right-
hemisphere location. (D) Average STRF prediction accuracy per anatomical region. Electrodes previously labeled as
supramarginal, other temporal (i.e., other than STG), and other frontal (i.e., other than SMC or IFG) are pooled
together, labeled as other and represented in white/gray. Error bars indicate SEM. The data underlying this figure can
be obtained at https://doi.org/10.5281/zenodo.7876019. HFA, high-frequency activity; IFG, inferior frontal gyrus;
MNI, Montreal Neurological Institute; SEM, Standard Error of the Mean; SMC, sensorimotor cortex; STG, superior
temporal gyrus; STRF, spectrotemporal receptive field.

https://doi.org/10.1371/journal.pbio.3002176.9002

p = 0.0065; Fig 2D), with higher correlation coefficients in the right hemisphere than in the left
(Mg =.203, SDg =.012; My = .17, SD;, = .01). We also found a main effect of cortical regions
(F(3, 346) = 25.09, p < .001), with the highest prediction accuracies in STG (Tukey-Kramer
post hoc; Mgt = .266, SDgrg = .007; Mgy = -194, SDsyic = .017, pstavssmc < -001; Mipg =
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.154, SDIFG =.027, PstGvssmc < .001; Mother =.131, SDother =.016, PstGvssmc < 001) In addi-
tion, we found higher prediction accuracies in SMC compared to the group not including STG
and IFG (MSMC =.194, SDSMC =.017; Mother =.131, SDother =.016, PsMCysOther = 035)

Song reconstruction and methodological factors impacting decoding
accuracy

We tested song reconstruction from neural activity and how methodological factors including
number of electrodes included in the model, the dataset duration, or the model type used
impacted decoding accuracy. We performed a bootstrap analysis by fitting linear decoding
models on subsets of electrodes randomly sampled from all 347 significant electrodes across
the 29 patients, regardless of anatomical location. This revealed a logarithmic relationship
between how many electrodes were used as predictors in the decoding model and the resulting
prediction accuracy (Fig 3A). For example, 80% of the best prediction accuracy (using all 347
significant electrodes) was obtained with 43 (or 12.4%) electrodes. We observed the same rela-
tionship at the single-patient level, for models trained on each patient’s significant electrodes,
although with lower decoding accuracies (solid-colored circles in S2 Fig; for example, 43 elec-
trodes provided 66% of the best prediction accuracy). We observed a similar logarithmic rela-
tionship between dataset duration and prediction accuracy using a bootstrap analysis (Fig 3B).
For example, 90% of the best performance (using the whole 190.72-second song) was obtained
using 69 seconds (or 36.1%) of data.

Regarding model type, linear decoding provided an average decoding accuracy of .325
(median of the 128 models’ effective r-squared; IQR .232), while nonlinear decoding using a
two-layer, fully connected neural network (multilayer perceptron (MLP)) yielded an average
decoding accuracy of .429 (IQR .222). This 32% increase in effective r-squared (+.104 from
.325) was significant (two-sided paired ¢ test, t(127) = 17.48, p < .001). In line with this higher
effective r-squared for MLPs, the decoded spectrograms revealed differences between model
types, with the nonlinear reconstruction (Fig 3C, bottom) showing finer spectrotemporal
details, relative to the linear reconstruction (Fig 3C, middle). Overall, the linear reconstruction
(S2 Audio) sounded muffled with strong rhythmic cues on the presence of foreground ele-
ments (vocals syllables and lead guitar notes); a sense of spectral structure underlying timbre
and pitch of lead guitar and vocals; a sense of harmony (chord progression moving from Dm
to F, C, and Dm); but limited sense of the rhythm guitar pattern. The nonlinear reconstruction
(S3 Audio) provided a recognizable song, with richer details as compared to the linear recon-
struction. Perceptual quality of spectral elements such as pitch and timbre were especially
improved, and phoneme identity was perceptible. There was also a stronger sense of harmony
and an emergence of the rhythm guitar pattern.

Stimulus reconstruction was also applicable to a single patient with high-density 3-mm
electrode spacing coverage. We used nonlinear models to reconstruct the song from the 61 sig-
nificant electrodes of patient P29 (Fig 3D). These models performed better than the linear
reconstruction based on electrodes from all patients (effective r-squared of .363), but decoding
accuracy was lower than that obtained with 347 significant electrodes from all patients. On the
perceptual side, these single-patient-based models provided a level of spectrotemporal details
high enough to recognize the song (S4 Audio). To assess the lower bound of single-patient-
based decoding, we reconstructed the song from the neural activity of 3 additional patients
(P28, P15, and P16), with fewer electrodes (23, 17, and 10, respectively, as opposed to 61 in
P29) and a lower density (1 cm, 6 mm, and 1 cm center-to-center electrode distance, respec-
tively, as opposed to 3 mm in P29), but still covering song-responsive regions (mostly right,
left, and left STG, respectively) and with a good linear decoding accuracy (Pearson’s r = .387,
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Fig 3. Song reconstruction and methodological considerations. (A) Prediction accuracy as a function of the number of
electrodes included as predictors in the linear decoding model. On the y-axis, 100% represents the maximum decoding
accuracy, obtained using all 347 significant electrodes. The black curve shows data points obtained from a bootstrapping
analysis with 100 resamples for each number of electrodes (without replacement), while the red curve shows a two-term
power series fit line. Error bars indicate SEM. (B) Prediction accuracy as a function of dataset duration. (C) Auditory
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spectrograms of the original song (top) and of the reconstructed song using either linear (middle) or nonlinear models
(bottom) decoding from all responsive electrodes. This 15-second song excerpt was held out during hyperparameter
tuning through cross-validation and model fitting and used solely as a test set to evaluate model performance.
Corresponding audio waveforms were obtained through an iterative phase-estimation algorithm and can be listened to in
S1, 52, and S3 Audio files, respectively. Average effective r-squared across all 128 frequency bins is shown above both
decoded spectrograms. (D) Auditory spectrogram of the reconstructed song using nonlinear models from electrodes of
patient P29 only. Corresponding audio waveform can be listened to in S4 Audio. The data underlying this figure can be
obtained at https://doi.org/10.5281/zenodo.7876019. SEM, Standard Error of the Mean.

https://doi.org/10.1371/journal.pbio.3002176.g003

.322, and .305, respectively, as opposed to .45 in P29). Nonlinear models reconstructed the
song spectrogram with an effective r-squared of .207, .257, and .166, respectively (53 Fig). In
the reconstructed waveforms (S5, S6, and S7 Audio files), we retrieved partial vocals (e.g., in
P15, “all,” “was,” and “just a brick” were the only recognizable syllables, as can be seen in the
reconstructed spectrogram; S3 Fig, top) and a sense of harmony, although with varying focus
in recognizability.

We then quantified the decoded song recognizability by correlating excerpts of the original
versus decoded song spectrograms. Both linear (Fig 4A) and nonlinear (Fig 4B) reconstruc-
tions provided a high percentage of correct identifications (32/38 and 36/38, respectively; Fig
4, left panels) and significant identification mean percentiles (95.2% and 96.3%, respectively;
Fig 4, right panels; 1,000-iteration permutation test, CI95 [.449 .582] for linear, [.447 .583] for
nonlinear).

Encoding of musical elements

We analyzed STRF coefficients for all 347 significant electrodes to assess how different musical
elements were encoded in different brain regions. This analysis revealed a variety of spectro-
temporal tuning patterns (Fig 5A; see S4 Fig for a detailed view of patient P29’s STRFs com-
puted for their 10-by-25, 3-mm-center-to-center grid of electrodes). To fully characterize the
relationship between the song spectrogram and the neural activity, we performed an indepen-
dent component analysis (ICA) on all significant STRFs. We identified 3 components with dis-
tinct spectrotemporal tuning patterns, each explaining more than 5% variance and together
explaining 52.5% variance (Fig 5B).

The first component (28% explained variance) showed a cluster of positive coefficients (in
red, in Fig 5B, top row) spreading over a broad frequency range from about 500 Hz to 7 kHz
and over a narrow time window centered around 90 ms before the observed HFA (located at
time lag = 0 ms, at the right edge of all STRFs). This temporally transient cluster revealed tun-
ing to sound onsets. This component, referred to as the “onset component,” was found exclu-
sively in electrodes located in bilateral posterior STG (Fig 5C, top row, electrodes depicted in
red). Fig 6C, top row, showed in red the parts of the song eliciting the highest HFA increase in
electrodes possessing this onset component. These parts corresponded to onsets of lead guitar
or synthesizer motifs (Fig 6A, blue and purple bars, respectively; see Fig 6E for a zoom-in)
played every 2 bars (green bars) and to onsets of syllable nuclei in the vocals (orange bars; see
Fig 6D for a zoom-in).

The second component (14.7% explained variance) showed a cluster of positive coefficients
(in red, in Fig 5B, middle row) spreading over the entire 750-ms time window and over a nar-
row frequency range from about 4.8 to 7 kHz. This component, referred to as the “sustained
component,” was found in electrodes located in bilateral mid- and anterior STG and in bilat-
eral SMC (Fig 5C, middle row). Also, this component correlated best with parts of the song
containing vocals, thus suggesting tuning to speech (Fig 6C, middle row, in red; see Fig 6D for
a zoom-in).
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Fig 4. Song-excerpt identification rank analysis. After decoding the whole song through 12 distinct 15-second test
sets, we divided both the original song and the decoded spectrogram into 5-second excerpts and computed the
correlation coefficient for all possible original-decoded pairs. (A) Decoding using linear models. Left panel shows the
correlation matrix, with red dots indicating the row-wise maximum values (e.g., first decoded 5-second excerpt
correlates most with 32nd original song excerpt). Right panel shows a histogram of the excerpt identification rank, a
measure of how close the maximum original-decoded correlation coefficient landed from true excerpt identify (e.g.,
third original-decoded pair correlation coefficient, on the matrix diagonal, was the second highest value on the third
excerpt’s row, thus ranked 37/38). Gray shaded area represents the 95% confidence interval of the null distribution
estimated through 1,000 random permutations of the original song excerpt identities. The red vertical line shows the
average identification rank across all song excerpts. (B) Same panels for decoding using nonlinear models. The data
underlying this figure can be obtained at https://doi.org/10.5281/zenodo.7876019.

https://doi.org/10.1371/journal.pbio.3002176.9004

The third component (9.8% explained variance) showed a similar tuning pattern as the
onset component, only with a longer latency of about 210 ms before the observed HFA (Fig
5B, bottom row). This component, referred to from now on as the “late onset component,”
was found in bilateral posterior and anterior STG, neighboring the electrodes representing the
onset component, and in bilateral SMC (Fig 5C, bottom row). As with the onset component,
this late onset component was most correlated with onsets of lead guitar and synthesizer motifs
and of syllable nuclei in the vocals, only with a longer latency (Fig 6C, bottom row; see Fig 6D
and 6E for zoom-ins).

A fourth component was found by computing the temporal modulations and extracting the
maximum coefficient around a rate of 6.66 Hz for all 347 STRFs (Fig 5D, red rectangle). This
rate corresponded to the 16th notes of the rhythm guitar, pervasive throughout the song, at the
song tempo of 99 bpm (beats per minute). It was translated in the STRFs as small clusters of
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Fig 5. Analysis of the STRF tuning patterns. (A) Representative set of 10 STRFs (out of the 347 significant ones) with their respective locations on the MNI
template using matching markers. Color code is identical to the one used in Fig 1. (B) Three ICA components each explaining more than 5% variance of all 347
significant STRFs. These 3 components show onset, sustained, and late onset activity. Percentages indicate explained variance. (C) ICA coefficients of these 3
components, plotted on the MNI template. Color code indicates coefficient amplitude, with in red the electrodes which STRFs represent the components the
most. (D) To capture tuning to the rhythm guitar pattern (16th notes at 100 bpm, i.e., 6.66 Hz), pervasive throughout the song, we computed temporal
modulation spectra of all significant STRFs. Example modulation spectrum is shown for a right STG electrode. For each electrode, we extracted the maximum
temporal modulation value across all spectral frequencies around a rate of 6.66 Hz (red rectangle). (E) All extracted values are represented on the MNI
template. Electrodes in red show tuning to the rhythm guitar pattern. The data underlying this figure can be obtained at https://doi.org/10.5281/zenodo.
7876019. ICA, independent component analysis; MNI, Montreal Neurological Institute; STG, superior temporal gyrus; STRF, spectro-temporal receptive field.

https://doi.org/10.1371/journal.pbio.3002176.9005

positive coefficients spaced by 150 ms (1/6.66 Hz) from each other (e.g., Fig 5A, electrode 5).
This component, referred to as the “rhythmic component,” was found in electrodes located in
bilateral mid-STG (Fig 5E).

Anatomo-functional distribution of the song’s acoustic information

To assess the role of these different cortical regions and functional components in representing
musical features, we performed an ablation analysis using linear decoding models. We first
computed linear decoding models for each of the 32 frequency bins of the song spectrogram,
using the HFA of all 347 significant electrodes as predictors. This yielded an average prediction
accuracy of .62 (Pearson’s r; min .27—max .81). We then removed (or ablated) anatomically
or functionally defined sets of electrodes and computed a new series of decoding models to
assess how each ablation would impact the decoding accuracy. We used prediction accuracies
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Fig 6. Encoding of musical elements. (A) Auditory spectrogram of the whole song. Orange bars above the spectrogram mark all parts with vocals. Blue bars
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sustained plot (middle), positive correlation coefficients are specifically observed during vocals. Also, note for both the onset and late onset plots (top and
bottom, respectively), positive r values in the second half of the song correspond to lead guitar and synthesizer motifs, occurring every other 4/4 bar. (D)
Zoom-in on the third vocals. Lyrics are presented above the spectrogram, decomposed into syllables. Most syllables triggered an HFA increase in both onset
and late onset plots (top and bottom, respectively), while a sustained increase of HFA was observed during the entire vocals (middle). (E) Zoom-in on a lead
guitar motif. Sheet music is presented above the spectrogram. Most notes triggered an HFA increase in both onset and late onset plots (top and bottom,
respectively), while there was no HFA increase for the sustained component (middle). The data underlying this figure can be obtained at https://doi.org/10.
5281/zenodo.7876019. HFA, high-frequency activity; STRF, spectrotemporal receptive field.

https://doi.org/10.1371/journal.pbio.3002176.9006

of the full, 347-electrode models as baseline values (Fig 7). We found a significant main effect
of electrode sets (one-way ANOVA; F [1, 24] = 78.4, p < .001). We then ran a series of post
hoc analyses to examine the impact of each set on prediction accuracy.

Anatomical ablations (Fig 7A). Removing all STG or all right STG electrodes impacted
prediction accuracy (p < .001), with removal of all STG electrodes having the highest impact
compared to all other electrode sets (p < .001). Removal of right STG electrodes had higher
impact than left STG removal (p < .001), and no impact of removing left STG electrodes was
found (p = .156). Together, this suggests that (1) bilateral STG represented unique musical
information compared to other regions; (2) right STG had unique information compared to
left STG; and (3) part of the musical information in left STG was redundantly encoded in right
STG. Ablating SMC, IFG, or all other regions did not impact prediction accuracy (p > .998).
Removing either all left or all right electrodes significantly reduced the prediction accuracy
(p < .001), with no significant difference between all left and all right ablations (p = 1). These
results suggest that both hemispheres represent unique information and contribute to song
decoding. Furthermore, the fact that removing single regions in the left hemisphere had no
impact but removing all left electrodes did suggests redundancy within the left hemisphere,
with musical information being spatially distributed across left hemisphere regions.
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https://doi.org/10.1371/journal.pbio.3002176.9007

Functional ablations (Fig 7B). Removing all onset electrodes and right onset electrodes
both impacted prediction accuracy (p < .001), with a highest impact for all onset (p < .001).
No impact of removing left onset electrodes was found (p = .994). This suggests that right
onset electrodes had unique information compared to left onset electrodes and that part of the
musical information in left onset electrodes was redundantly encoded in right onset electrodes.
A similar pattern of higher right hemisphere involvement was observed with the late onset
component (p < .001). Removing all rhythmic and right rhythmic electrodes both significantly
impacted the decoding accuracy (p < .001 and p = .007, respectively), while we found no
impact of removing left rhythmic electrodes (p = 1). We found no difference between remov-
ing all rhythmic and right rhythmic electrodes (p = .973). This suggests that right rhythmic
electrodes had unique information, none of which was redundantly encoded in left rhythmic
electrodes. Despite the substantial number of sustained electrodes, no impact of removing any
set was found (p > .745). Note that as opposed to anatomical sets, functional sets of electrodes
partially overlapped. This impeded our ability to reach conclusions regarding the uniqueness
or redundancy of information between functional sets.

Discussion

We applied predictive modeling analyses to iEEG data obtained from patients listening to a

Pink Floyd song. We were able to reconstruct the song from direct human neural recordings
with the most robust effects using nonlinear models. Through an integrative anatomo-func-
tional approach based on both encoding and decoding models, we confirmed a right-hemi-

sphere preference and a primary role of the STG in music perception, evidenced a new STG
subregion tuned to musical rhythm, and defined an anterior-posterior STG organization
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exhibiting sustained and onset responses to musical elements. Together, these results further
our understanding of the neural dynamics underlying music perception.

Compared with linear models, nonlinear models provided the highest decoding accuracy
(r-squared of 42.9%), a more detailed decoded spectrogram, a recognizable song, and a higher
rate of song-excerpt identification. This shows that previous methodological findings in speech
decoding [34,35] also apply to music decoding. In contrast, linear models had lower decoding
accuracy (r-squared of 32.5%) and yielded a smoother decoded spectrogram lacking fine
details. This is likely due to the fact that acoustic information represented at STG is nonlinearly
transformed, thus requiring the use of nonlinear models to best analyze the electrophysiologi-
cal data [37]. Note that the overall correlation coefficient computed across all 29 participants
for linear decoding models in our present study (r = .29, from the nonnormalized values of S2
Fig) is comparable to the overall decoding accuracy of linear models for pure speech stimuli (r
=.28, across 15 participants) [34], suggesting that this limitation is shared between speech and
music. Still, linear models yielded strong performance in our classification-like approach, sug-
gesting they could constitute a strategy for some brain-computer interface (BCI) applications,
given they are faster to train and easier to interpret than nonlinear models.

We quantified the impact of the number of electrodes used as inputs for the decoding mod-
els on their prediction accuracy and found that adding electrodes beyond a certain amount
had diminishing returns, in line with previous literature for speech stimuli [34,35]. Decoding
accuracy was also impacted by the functional and anatomical features of the electrodes
included in the model: While removing 167 sustained electrodes did not impact decoding
accuracy, removing 43 right rhythmic electrodes reduced decoding accuracy (Fig 7B). This is
best illustrated by the ability to reconstruct a recognizable song from the data of a single
patient, with 61 electrodes located on the right STG.

This last result shows the feasibility of this stimulus reconstruction approach in a clinical
setting and suggests that future BCI applications should target STG implantation sites in con-
junction with functional localization rather than solely relying on a high number of electrodes.
We also quantified the impact of the dataset duration on decoding accuracy. We found that
80% of the maximum observed decoding accuracy was achieved in 37 seconds, supporting the
teasibility of using predictive modeling approaches in relatively small datasets.

Music perception relied on both hemispheres, with a preference for the right hemisphere. The
right hemisphere had a higher proportion of electrodes with significant STRFs, higher STRF pre-
diction accuracies, and a higher impact of ablating right electrode sets (both anatomical and func-
tional) from the decoding models. Left hemisphere electrodes also exhibited significant STRFs
and a reduced prediction accuracy when ablated. These results are in accord with prior research,
showing that music perception relies on a bilateral network, with a relative right lateralization
[23,24,59]. We also found that the spatial distribution of musical information within this network
differed between hemispheres, as suggested by the ablation results. Specifically, redundant musical
information was distributed between STG, SMC, and IFG in the left hemisphere, whereas unique
musical information was concentrated in STG in the right hemisphere. Such spatial distribution is
reminiscent of the dual-stream model of speech processing [60].

Importantly, we found a critical role of bilateral STG in representing musical information, in
line with prior studies [48,54,61,62]. As observed in other studies, STRFs obtained from the STG
had rich, complex tuning patterns. We identified 4 components: onset, sustained, late onset, and
rhythmic. The onset and sustained components were similar to those observed for speech in prior
work [55,56] and were also observed in anatomically distinct STG subregions, with the onset com-
ponent in posterior STG and the sustained component in mid- and anterior STG. The onset com-
ponent was tuned to a broad range of frequencies but to a narrow time window peaking at 90 ms,
consistent with the lag at which HFA tracked music intensity profile [24]. This component was
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not speech specific as it was activated by both vocals and instrumental onsets, consistent with
prior speech work [56]. The sustained component, however, was only activated by vocals. The late
onset component was found in electrodes neighboring the onset component in STG and had sim-
ilar tuning properties as the onset component, only peaking at a later latency of 210 ms. This is in
line with the findings of Nourski and colleagues [63], who, using click trains and a speech syllable,
observed a concentric spatial gradient of HFA onset latencies in STG, with shorter latencies in
post-/mid-STG and longer latencies in surrounding tissue. We also observed a rhythmic compo-
nent located in mid-STG, which was tuned to the 6.66-Hz 16th notes of the rhythm guitar. This
uncovers a novel link between HFA and a specific rhythmic signature in a subregion of STG,
expanding prior studies that found an involvement of STG in a range of rhythmic processes [64—
66]. Together, these 4 components paint a rich picture of the anatomo-functional organization of
complex sound processing in the human STG.

Future research could target extending electrode coverage to additional regions, varying the
models’ features and targets, or adding a behavioral dimension. Note we lacked coverage in
the primary auditory cortex (A1), which could have improved performance of the linear
decoding models. Importantly, the encoding models we used in this study to investigate the
neural dynamics of music perception estimated the linear relationship between song’s acous-
tics and elicited HFA. It is possible that regions not highlighted by our study respond to the
song, either in other neural frequency bands [35,67] or encoding higher-order musical infor-
mation (e.g., notes, chords, degree of dissonance or of syncopation). Finally, we lacked
patient-related information about musicianship status or degree of familiarity with the song,
preventing us from investigating interindividual variability.

Combining unique iEEG data and modeling-based analyses, we provided the first recogniz-
able song reconstructed from direct brain recordings. We showed the feasibility of applying
predictive modeling on a relatively short dataset, in a single patient, and quantified the impact
of different methodological factors on the prediction accuracy of decoding models. Our results
confirm and extend past findings on music perception, including a right-hemisphere prefer-
ence and a major role of bilateral STG. In addition, we found that the STG encodes the song’s
acoustics through partially overlapping neural populations tuned to distinct musical elements
and delineated a novel STG subregion tuned to musical rhythm. The anatomo-functional
organization reported in this study may have clinical implications for patients with auditory
processing disorders. For example, the musical perception findings could contribute to devel-
opment of a general auditory decoder that includes the prosodic elements of speech based on
relatively few, well-located electrodes.

We limited our investigation to the auditory spectrogram on the stimulus side and to HFA on
the neural activity side, given the complex study design encompassing several higher-order analy-
ses building upon encoding and decoding models. Future studies should explore different higher-
order representations of musical information in the auditory brain (i.e., notes, chords, sheet
music), as well as lower neural oscillatory bands and spectral components (e.g., theta, alpha, and
beta power, aperiodic component), known to represent relevant acoustic information, adding
another brick in the wall of our understanding of music processing in the human brain.

Methods
Ethics statement

All patients volunteered and gave their written informed consent prior to participating in the
study. The experimental protocol has been approved in accordance with the Declaration of
Helsinki by the Institutional Review Boards of both the Albany Medical College (IRB #2061)
and the University of California, Berkeley (CPHS Protocol #2010-01-520).
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Participants

Twenty-nine patients with pharmacoresistant epilepsy participated in the study (15 females;
age range 16 to 60, mean 33.4 + SD 12.7; 23 right-handed; full-scale intelligence quotient range
74 to 122, mean 96.6 + SD 13.1). All had intracranial grids or strips of electrodes (ECoG) surgi-
cally implanted to localize their epileptic foci, and electrode location was solely guided by clini-
cal concern. Recordings took place at the Albany Medical Center (Albany, NY). All patients
had self-declared normal hearing.

Task

Patients passively listened to the song Another Brick in the Wall, Part 1, by Pink Floyd (released
on the album The Wall, Harvest Records/Columbia Records, 1979). They were instructed to
listen attentively to the music, without focusing on any special detail. Total song duration was
190.72 seconds (waveform is represented in Fig 1 A, top). The auditory stimulus was digitized
at 44.1 kHz and delivered through in-ear monitor headphones (bandwidth 12 Hz to 23.5 kHz,
20 dB isolation from surrounding noise) at a comfortable sound level adjusted for each patient
(50 to 60 dB SL). Eight patients had more than one recording of the present task, in which
cases we selected the cleanest one (i.e., containing the least epileptic activity or noisy
electrodes).

Intracranial recordings

Direct cortical recordings were obtained through grids or strips of platinum-iridium elec-
trodes (Ad-Tech Medical, Oak Creek, WI), with center-to-center distances of 10 mm for 21
patients, 6 mm for four, 4 mm for three, or 3 mm for one. We recruited patients in the study if
their implantation map covered at least partially the STG (left or right). The cohort consists of
28 unilateral cases (18 left, 10 right) and 1 bilateral case. Total number of electrodes across all
29 patients was 2,668 (range 36 to 250, mean 92 electrodes). ECoG activity was recorded at a
sampling rate of 1,200 Hz using g.USBamp biosignal acquisition devices (g.tec, Graz, Austria)
and BCI2000 [68].

Preprocessing—Auditory stimulus

To study the relationship between the acoustics of the auditory stimulus and the ECoG-
recorded neural activity, the song waveform was transformed into a magnitude-only auditory
spectrogram using the NSL MATLAB Toolbox [69]. This transformation mimics the process-
ing steps of early stages of the auditory pathways, from the cochlea’s spectral filter bank to the
midbrain’s reduced upper limit of phase-locking ability, and outputs a psychoacoustic-, neu-
rophysiologic-based spectrotemporal representation of the song (similar to the cochleagram)
[70,71]. The resulting auditory spectrogram has 128 frequency bins from 180 to 7,246 Hz, with
characteristic frequencies uniformly distributed along a logarithmic frequency axis (24 chan-
nels per octave), and a sampling rate of 100 Hz. This full-resolution, 128-frequency bin spec-
trogram is used in the song reconstruction analysis. For all other analyses, to decrease the
computational load and the number of features, we output a reduced spectrogram with 32 fre-
quency bins from 188 to 6,745 Hz (Fig 1A, bottom).

Preprocessing—ECoG data

We used the HFA (70 to 150 Hz) as an estimate of local neural activity [72] (Fig 1C). For each
dataset, we visually inspected raw recorded signals and removed electrodes exhibiting noisy or
epileptic activity, with the help of a neurologist (RTK). Overall, from our starting set of 2,668
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electrodes, we removed 106 noisy electrodes (absolute range 0 to 22, mean 3.7 electrodes; rela-
tive range 0% to 20.2%, mean 3.7%) and 183 epileptic electrodes (absolute range 0 to 28, mean
6.3; relative range 0% to 27.6%, mean 7.6%) and obtained a set of 2,379 artifact-free electrodes.

We then extracted data aligned with the song stimulus, adding 10 seconds of data padding
before and after the song (to prevent filtering-induced edge artifacts). We filtered out power-line
noise, using a range of notch filters centered at 60 Hz and harmonics up to 300 Hz (Butterworth,
fourth order, 2 Hz bandwidth), and removed slow drifts with a 1-Hz high-pass filter (Butterworth,
fourth order). We used a bandpass—Hilbert approach [73] to extract HFA, with 20-Hz-wide sub-
bands spanning from 70 to 150 Hz in 5-Hz steps (70 to 90, 75 to 95, . .. up to 130 to 150 Hz). We
chose a 20-Hz bandwidth to enable the observation of temporal modulations up to 10 Hz [74],
encompassing the 6.66-Hz 16th-note rhythm guitar pattern, pervasive throughout the song. This
constitutes a crucial methodological point, enabling the observation of the rhythmic component
(Fig 3D). For each sub-band, we first bandpass-filtered the signal (Butterworth, fourth order),
then performed median-based common average reference (CAR) [75], and computed the Hilbert
transform to obtain the envelope. We standardized each sub-band envelope using robust scaling
on the whole time period (subtracting the median and dividing by the interquartile range between
the 10th and 90th percentiles) and averaged them together to yield the HFA estimate. We per-
formed CAR separately for electrodes plugged on different splitter boxes to optimize denoising in
14 participants. Finally, we removed the 10-second pads, down-sampled data to 100 Hz to match
the stimulus spectrogram’s sampling rate, and tagged outlier time samples exceeding 7 standard
deviations for later removal in the modeling preprocessing. We used FieldTrip [76] (version from
May 11, 2021) and homemade scripts to perform all the above preprocessing steps. Unless speci-
fied otherwise, all further analyses and computations were implemented in MATLAB (The Math-
Works, Natick, MA, USA; version 2021a).

Preprocessing—Anatomical data

We followed the anatomical data processing pipeline presented in Stolk and colleagues [77] to
localize electrodes from a preimplantation MRI, a postimplantation CT scan, and coverage
information mapping electrodes to channel numbers in the functional data. After coregistra-
tion of the CT scan to the MRI, we performed brain-shift compensation with a hull obtained
using scripts from the iso2mesh toolbox [78,79]. Cortical surfaces were extracted using the
FreeSurfer toolbox [80]. We used volume-based normalization to convert patient-space elec-
trode coordinates into MNI coordinates for illustration purposes, and surface-based normali-
zation using the FreeSurfer’s fsaverage template to automatically obtain anatomical labels from
the aparc+aseg atlas. Labels were then confirmed by a neurologist (RTK).

Encoding—Data preparation

We used STRFs as encoding models, with the 32 frequency bins of the stimulus spectrogram
as features or predictors, and the HFA of a given electrode as target to be predicted.

We log-transformed the auditory spectrogram to compress all acoustic features into the
same order of magnitude (e.g., low-sound-level musical background and high-sound-level lyr-
ics). This ensured modeling would not be dominated by high-volume musical elements.

We then computed the feature lag matrix from the song’s auditory spectrogram (Fig 1D).
As HFA is elicited by the song stimulus, we aim at predicting HFA from the preceding song
spectrogram. We chose a time window between 750 ms and 0 ms before HFA to allow a suffi-
cient temporal integration of auditory-related neural responses, while ensuring a reasonable
features-to-observations ratio to avoid overfitting. This resulted in 2,400 features (32 frequency
bins by 75 time lags at a sampling rate of 100 Hz).
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We obtained 18,898 observations per electrode, each one consisting of a set of 1 target HFA
value and its preceding 750-ms auditory spectrogram excerpt (19,072 samples of the whole
song, minus 74 samples at the beginning for which there is no preceding 750-ms window).

At each electrode, we rejected observations for which the HFA value exceeded 7 standard
deviations (Z units), resulting in an average rejection rate of 1.83% (min 0%—max 15.02%, SD
3.2%).

Encoding—Model fitting

To obtain a fitted STRF for a given electrode, we iterated through the following steps 250
times.

We first split the dataset into training, validation, and test sets (60-20-20 ratio, respectively)
using a custom group-stratified-shuffle-split algorithm (based on the StratifiedShuftleSplit
cross-validator in scikit-learn). We defined relatively long, 2-second groups of consecutive
samples as indivisible blocks of data. This ensured that training and test sets would not contain
neighboring, virtually identical samples (as both music and neural data are highly correlated
over short periods of time) and was critical to prevent overfitting. We used stratification to
enforce equal splitting ratios between the vocal (13 to 80 seconds) and instrumental parts of
the song. This ensured stability of model performance across all 250 iterations, by avoiding
that a model could be trained on the instrumentals only and tested on the vocals. We used
shuffle splitting, akin to bootstrapping with replacement between iterations, which allows us to
determine test set size independently from the number of iterations (as opposed to KFold
cross-validation).

We then standardized the features by fitting a robust scaler to the training set only (esti-
mates the median and the 2 to 98 quantile range; RobustScaler in sklearn package) and using it
to transform all training, validation, and test sets. This gives comparable importance to all fea-
tures, i.e., every time lag and frequency of the auditory spectrogram.

We employed linear regression with RMSProp optimizer for efficient model convergence,
Huber loss cost function for robustness to outlier samples, and early stopping to further pre-
vent overfitting. In early stopping, a generalization error is estimated on the validation set at
each training step, and model fitting ends after this error stops diminishing for 10 consecutive
steps. This model was implemented in Tensorflow 1.6 and Python 3.6. The learning rate hyper-
parameter of the RMSProp optimizer was manually tuned to ensure fast model convergence
while also avoiding exploding gradients (overshooting of the optimization minimum).

We evaluated prediction accuracy of the fitted model by computing both the correlation
coefficient (Pearson’s r) and the r-squared between predicted and actual test set target (i.e.,
HFA at a given electrode). Along with these 2 performance metrics, we also saved the fitted
model coefficients.

Then, we combined these 250 split-scale-fit-evaluate iterations in a bootstrap-like approach
to obtain 1 STRF and assess its significance (i.e., whether we can linearly predict HFA, at a
given electrode, from the song spectrogram). For each STRF, we z-scored each coefficient
across the 250 models (Fig 1E). For the prediction accuracy, we computed the 95% confidence
interval (CI) from the 250 correlation coefficients and deemed an electrode as significant if its
95% CI did not contain 0. As an additional criterion, we rejected significant electrodes with an
average r-squared (across the 250 models) at or below 0.

Encoding—Analysis of prediction accuracy

To assess how strongly each brain region encodes the song, we performed a two-way ANOVA
on the correlation coefficients of all electrodes showing a significant STRF, with laterality (left
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or right hemisphere) and area (STG, sensorimotor, IFG, or other) as factors. We then performed
a multiple comparison (post hoc) test to disentangle any differences between factor levels.

Decoding—Parametric analyses

We quantified the influence of different methodological factors (number of electrodes, dataset
duration, and model type) on the prediction accuracy of decoding models. In a bootstrapping
approach, we randomly constituted subsets of 5, 10, 20, 40, 80, 160, and 320 electrodes (sam-
pling without replacement), regardless of their anatomical location, to be used as inputs of lin-
ear decoding models. We processed 100 bootstrap resamples (i.e., 100 sets of 5 electrodes, 100
sets of 10 electrodes. . .) and normalized for each of the 32 frequency bins the resulting correla-
tion coefficients by the correlation coefficients of the full, 347-electrode decoding model. For
each resample, we averaged the correlation coefficients from all 32 models (1 per frequency
bin of the song spectrogram). This yielded 100 prediction accuracy estimates per number of
electrodes. We then fitted a two-term power series model to these estimates to quantify the
apparent power-law behavior of the obtained bootstrap curve. We adopted the same approach
for dataset duration, with excerpts of 15, 30, 60, 90, 120, 150, and 180 consecutive seconds.

To investigate the impact of model type on decoding accuracy and to assess the extent to
which we could reconstruct a recognizable song, we trained linear and nonlinear models to
decode each of the 128 frequency bins of the full spectral resolution song spectrogram from
HFA of all 347 significant electrodes. We used the MLP—a simple, fully connected neural net-
work—as a nonlinear model (MLPRegressor in sklearn). We chose an MLP architecture of 2
hidden layers of 64 units each, based both on an extension of the Universal Approximation
Theorem stating that a 2 hidden layer MLP can approximate any continuous multivariate func-
tion [38] and on a previous study with a similar use case [35]. Since MLP layers are fully con-
nected (i.e., each unit of a layer is connected to all units of the next layer), the number of
coefficients to be fitted is drastically increased relatively to linear models (in this case, F * N
+ N *N + N vs. F, respectively, where the total number of features F = E * L, with E represent-
ing the number of significant electrodes included as inputs of the decoding model, and L the
number of time lags, and N represents the number of units per layer). Given the limited dataset
duration, we reduced time lags to 500 ms based on the absence of significant activity beyond
this point in the STRF components and used this L value in both linear and nonlinear models.

We defined a fixed, 15-second continuous test set during which the song contained both
vocals and instrumentals (from 61 to 76 seconds of the original song, accessible on any stream-
ing service) and held it out during hyperparameter tuning and model fitting. We tuned model
hyperparameters (learning rate for linear models, and L2-regularization alpha for MLPs)
through 10-resample cross-validation. We performed a grid search on each resample (i.e.,
training/validation split) and saved for each resample the index of the hyperparameter value
yielding the minimum validation mean squared error (MSE). Candidate hyperparameter val-
ues ranged between .001 and 100 for the learning rate of linear models, and between .01 and
100 for the alpha of MLPs. We then rounded the mean of the 10 resulting indices to obtain the
cross-validated, tuned hyperparameter. As a homogeneous presence of vocals across training,
validation, and test sets was crucial for proper tuning of the alpha hyperparameter of MLPs,
we increased group size to 5 seconds, equivalent to about 2 musical bars, in the group-strati-
fied-shuffle-split step (see Encoding—Model fitting for a reference), and used this value for
both linear and nonlinear models. For MLPs specifically, as random initialization of coeffi-
cients could lead to convergence towards local optima, we adopted a best-of-3 strategy where
we only kept the “winning” model (i.e., yielding the minimum validation MSE) among 3 mod-
els fitted on the same resample.
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Once we obtained the tuned hyperparameter, we computed 100 models on distinct training/
validation splits, also adopting the best-of-3 strategy for the nonlinear models (this time keeping
the model yielding the maximum test r-squared). We then sorted models by increasing r-
squared and evaluated the “effective” r-squared by computing the r-squared between the test set
target (the actual amplitude time course of the song’s auditory spectrogram frequency bin) and
averages of n models, with n varying from 100 to 1 (i.e., effective r-squared for the average of all
100 models, for the average of the 99 best, . . ., of the 2 best, of the best model). Lastly, we
selected n based on the value giving the best effective r-squared and obtained a predicted
target along with its effective r-squared as an estimate of decoding accuracy. The steps above
were performed for all 128 frequency bins of the song spectrogram, both for linear and nonlin-
ear models, and we compared the resulting effective r-squared using a two-sided paired ¢ test.

Decoding—Song waveform reconstruction

To explore the extent to which we could reconstruct the song from neural activity, we collected
the 128 predicted targets for both linear and MLP decoding models as computed above, there-
fore assembling the decoded auditory spectrograms. To denoise and improve sound quality,
we raised all spectrogram samples to the power of 2, thus highlighting prominent musical ele-
ments such as vocals or lead guitar chords, relative to background noise. As both magnitude
and phase information are required to reconstruct a waveform from a spectrogram, we used
an iterative phase-estimation algorithm to transform the magnitude-only decoded auditory
spectrogram into the song waveform (aud2wav) [69]. To have a fair basis against which we
could compare the song reconstruction of the linearly and nonlinearly decoded spectrograms,
we transformed the original song excerpt corresponding to the fixed test set into an auditory
spectrogram, discarded the phase information, and applied this algorithm to revert the spec-
trogram into a waveform (S1 Audio). We performed 500 iterations of this aud2wav algorithm,
enough to reach a plateau where error did not improve further.

Decoding—Song-excerpt identification rank analysis

To evaluate the quality of the decoded song spectrogram, we used an objective approach based
on correlation [34]. Firstly, we divided the song into twelve 15-second segments. We then
decoded each one of these segments as held-out test sets, using both linear and nonlinear mod-
els. Next, we divided all predicted 15-second spectrograms into 5-second excerpts. We com-
puted the 2D correlation coefficients between each of the 38 decoded excerpts and all 38
original excerpts. We then performed an excerpt identification rank analysis by sorting these
coefficients in ascending order and by identifying the rank of the actual excerpt correlation.
For example, for decoded excerpt #4, if the correlation coefficient with the original excerpt #4
is the third best, its rank will be 36/38. The resulting metric ranges from 1/38 (worst possible
identification, i.e., the given decoded excerpt matches best with all other song excerpts than
with its corresponding one) to 38/38, and averaging ranks across all song excerpts gives a
proxy for classification ability of the linear and nonlinear models. To assess statistical signifi-
cance, we computed 1,000 iterations of the algorithm above while randomly permuting indices
of the original song excerpts to obtain a null distribution of the mean normalized rank. We
deemed the mean normalized rank of our linear and nonlinear decoding models as significant
if they were outside of the 95% CI (i.e., exceeded the 97.5 percentile) of the null distribution.

Encoding—Analysis of model coefficients

We analyzed the STRF tuning patterns using an ICA to highlight electrode populations tuned
to distinct STREF features. Firstly, we ran an ICA with 10 components on the centered STRF
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coefficients to identify components individually explaining more than 5% of variance. We
computed explained variance by back-projecting each component and using the following for-
mula: pvaf; = 100-100 * mean(var(STRF — backproj;)) / mean(var(STRF)), with i ranging from
1 to 10 components, pvaf; being the percentage of variance accounted for by ICA component i,
STREF being the centered STRF coefficients, and backproj; being the back-projection of ICA
component i in electrode space. We found 3 ICA components, each explaining more than 5%
of variance, and together explaining 52.5% variance. To optimize the unmixing process, we
ran a new ICA asking for 3 components. Then, we determined each component sign by setting
as positive the sign of the most salient coefficient (i.e., with the highest absolute value, or mag-
nitude). Lastly, for each ICA component, we defined electrodes as representing the component
if their ICA coefficient was positive.

To look at rhythmic tuning patterns, we computed the temporal modulations of each
STREF. Indeed, due to their varying frequencies and latencies, they were not captured by the
combined component analysis. We quantified temporal modulations between 1 and 16 Hz
over the 32 spectral frequency bins of each STRF and extracted the maximum modulation
value across all 32 frequency bins between 6 and 7 Hz of temporal modulations, corresponding
to the song rhythmicity of 16th notes at 99 bpm. We defined electrodes as representing the
component if their maximum modulation value was above a manually defined threshold of .3.

Encoding—Musical elements

To link STRF components to musical elements in the song, we ran a sliding-window correla-
tion between each component and the song spectrogram. Positive correlation values indicate
specific parts of the song or musical elements (i.e., vocals, lead guitar. . .) that elicit an increase
of HFA.

Decoding—Ablation analysis

To assess the contribution of different brain regions and STRF components in representing
the song, we performed an ablation analysis. We quantified the impact of ablating sets of elec-
trodes on the prediction accuracy of a linear decoding model computed using all 347 signifi-
cant electrodes. Firstly, we constituted sets of electrodes based on anatomical or functional
criteria. We defined 12 anatomical sets by combining 2 factors—area (whole hemisphere,
STG, SMC, IEG, or other areas) and laterality (bilateral, left or right). We defined 12 functional
sets by combining 2 factors—STRF component identified in the STRF coefficient analyses
(onset, sustained, late onset, and rhythmic) and laterality (bilateral, left or right). See Fig 5 for
the exact list of electrode sets. Secondly, we computed the decoding models using the same
algorithm as for the encoding models. Decoding models aim at predicting the song spectro-
gram from the elicited neural activity. Here, we used HFA from a set of electrodes as input and
a given frequency bin of the song spectrogram as output. For each of the 24 ablated sets of elec-
trodes, we obtained 32 models (1 per spectrogram frequency bin) and compared each one of
them to the corresponding baseline model computed using all 347 significant electrodes
(repeated-measure one-way ANOVA). We then performed a multiple comparison (post hoc)
test to assess differences between ablations.

We based our interpretation of ablation results on the following assumptions. Collectively,
as they had significant STRFs, all 347 significant electrodes represent acoustic information on
the song. If ablating a set of electrodes resulted in a significant impact on decoding accuracy,
we considered that this set represented unique information. Indeed, were this information
shared with another set of electrodes, a compensation-like mechanism could occur and void
the impact on decoding accuracy. If ablating a set of electrodes resulted in no significant
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impact on decoding accuracy, we considered that this set represented redundant information,
shared with other electrodes (as the STRFs were significant, we ruled out the possibility that it
could be because this set did not represent any acoustic information). Also, comparing the
impact of a given set and one of its subsets of electrodes provided further insights on the
unique or redundant nature of the represented information.

Note that we performed this ablation analysis on linear decoding models to ensure
interpretability of the results. Indeed, as deep neural networks are able to model any function
[38], they could reconstitute acoustic information (e.g., when ablating STG) from higher-
order, nonlinear representation of musical information (e.g., in SMC or IFG) and could thus
alleviate, if not mask entirely, any impact on decoding accuracy. Using linear decoding models
restricts compensation to the same (or at most, linearly related) information level and enables
drawing conclusions from the ablation analysis results. Further, compared to linear models,
nonlinear models require tuning more hyperparameters, with most likely different optimal
values between ablations, which could bias the results.

Preventing overfitting

Given the claims of this paper are based on the results of encoding and decoding models, it
was crucial to make sure we avoid overfitting. We implemented state-of-the-art practices at all
steps. Before splitting, we assessed autocorrelation in both the stimulus and the neural data
time series and defined 2-second groups of consecutive samples as indivisible blocks of data to
be allocated to either the training, validation, or test set (5-second groups for song reconstruc-
tion). For data scaling, we fitted the scaler on the training set and applied it to both the valida-
tion and test sets (scaling the whole time series, as sometimes seen in the literature, allows the
scaler to learn the statistics of the test set, possibly leading to overfitting). Most importantly, we
used early stopping for our encoding and decoding models, which, by definition, stops train-
ing as soon as the model starts to overfit and stops generalizing to the validation set, and L2
regularization for our nonlinear models, which constricts model coefficients to prevent overfit-
ting. Finally, we made sure to evaluate all models on held-out test sets.

Reference gender statistics

Across all 80 references, 7 had females as first and last authors, 9 had a male first author and a
female last author, 16 had a female first author and a male last author, and 38 had males as first
and last authors. Ten papers had a single author, among which one was written by a female.

Supporting information

S1 Fig. Electrode coverage for each patient. All presented electrodes are free of any artifactual
or epileptic activity. Red marker color indicates song-responsive electrodes. For patients with
low-resolution MR images, electrode coverage is plotted on the MNI template (asterisk sym-
bols after patient code). Note that patient P27 had bilateral coverage. The data underlying this
figure can be obtained at https://doi.org/10.5281/zenodo.7876019.

(TIF)

S2 Fig. Single-patient linear decoding. On the y-axis, 100% represents the maximum decod-
ing accuracy, obtained using all 347 significant electrodes across all 29 patients. The black
curve shows data points obtained from a 100-resample bootstrapping analysis, while the red
curve shows a two-term power series fit line. Error bars indicate SEM. Colored dot markers
represent prediction accuracy for single-patient decoding. For example, P1 had 7 significant
electrodes used as features in the P1-only decoding models, which reached 43.7% of best
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prediction accuracy (dark blue dot). The blue curve shows a two-term power series line fitted
on these single-patient prediction accuracy data points. The data underlying this figure can be
obtained at https://doi.org/10.5281/zenodo.7876019.

(TIF)

S$3 Fig. Single-patient nonlinear reconstruction. Auditory spectrograms of the reconstructed
song using nonlinear models from electrodes of patient P28 only (top), P15 only (middle), and
P16 only (bottom). Corresponding audio waveforms can be listened to in S5, S6, and S7 Audio
files, respectively. The data underlying this figure can be obtained at https://doi.org/10.5281/
zenodo.7876019.

(TIF)

S4 Fig. STRFs for the 239 artifact-free electrodes of patient P29. Red labels represent signifi-
cant STRFs, and the respective prediction accuracies (Pearson’s r) are shown above each signif-
icant STRF on the right. Color code for STRF coefficients is identical to the one used in Fig 1.
Anatomical axes are plotted in the top right corner (posterior on the left, in this right hemi-
sphere coverage). Anatomical landmarks are shown as acronyms in bold font (ITS, inferior
temporal sulcus; ITG, inferior temporal gyrus; LS, lateral sulcus, also called Sylvian fissure;
MTG, middle temporal gyrus; STG, superior temporal gyrus; STS, superior temporal sulcus).
The data underlying this figure can be obtained at https://doi.org/10.5281/zenodo.7876019.
(TIF)

S$1 Audio. Original song waveform transformed into a magnitude-only auditory spectro-
gram, then transformed back into a waveform using an iterative phase-estimation algo-
rithm. As an assessment of the impact of this spectrogram-to-waveform transformation on
sound quality, it constitutes a perceptual upper bound for the following HFA-based recon-
structions. The data underlying this figure can be obtained at https://doi.org/10.5281/zenodo.
7876019.

(WAV)

$2 Audio. Reconstructed song excerpt using linear models fed with all 347 significant elec-
trodes from all 29 patients. The data underlying this figure can be obtained at https://doi.org/
10.5281/zenodo.7876019.

(WAV)

$3 Audio. Reconstructed song excerpt using nonlinear models fed with all 347 significant
electrodes from all 29 patients. The data underlying this figure can be obtained at https://doi.
org/10.5281/zenodo.7876019.

(WAV)

S4 Audio. Reconstructed song excerpt using nonlinear models fed with the 61 significant
electrodes (3-mm center-to-center distance) from P29. The data underlying this figure can
be obtained at https://doi.org/10.5281/zenodo.7876019.

(WAV)

S5 Audio. Reconstructed song excerpt using nonlinear models fed with the 23 significant
electrodes (10-mm center-to-center distance) from P28. The data underlying this figure can
be obtained at https://doi.org/10.5281/zenodo.7876019.

(WAV)

S6 Audio. Reconstructed song excerpt using nonlinear models fed with the 17 significant
electrodes (6-mm center-to-center distance) from P15. The data underlying this figure can
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be obtained at https://doi.org/10.5281/zenodo.7876019.
(WAV)

$7 Audio. Reconstructed song excerpt using nonlinear models fed with the 10 significant
electrodes (10-mm center-to-center distance) from P16. The data underlying this figure can
be obtained at https://doi.org/10.5281/zenodo.7876019.

(WAV)

Acknowledgments

We thank Brian N. Pasley, Christopher R. Holdgraf, Stephanie Martin, Christian Mikutta,
Randolph F. Helfrich, and Arjen Stolk for their helpful comments on data analysis.

Author Contributions

Conceptualization: Ludovic Bellier, Robert T. Knight.

Data curation: Aysegul Gunduz, Gerwin Schalk, Peter Brunner.
Formal analysis: Ludovic Bellier.

Funding acquisition: Ludovic Bellier, Peter Brunner, Robert T. Knight.
Investigation: Aysegul Gunduz, Gerwin Schalk, Peter Brunner.
Methodology: Ludovic Bellier.

Project administration: Robert T. Knight.

Resources: Peter Brunner.

Software: Ludovic Bellier.

Supervision: Robert T. Knight.

Visualization: Ludovic Bellier.

Writing - original draft: Ludovic Bellier, Anais Llorens, Déborah Marciano.

Writing - review & editing: Ludovic Bellier, Anais Llorens, Déborah Marciano, Robert T.
Knight.

References

1. Peretz l. The nature of music from a biological perspective. Cognition. 2006 May 1; 100(1):1-32. https://
doi.org/10.1016/j.cognition.2005.11.004 PMID: 16487953

2. Janata P. Neural basis of music perception. Handb Clin Neurol. 2015; 129:187-205. https://doi.org/10.
1016/B978-0-444-62630-1.00011-1 PMID: 25726270

3. Goydke KN, Altenmiiller E, Méller J, Miinte TF. Changes in emotional tone and instrumental timbre are
reflected by the mismatch negativity. Brain Res Cogn Brain Res. 2004; 21(3):351-359. https://doi.org/
10.1016/j.cogbrainres.2004.06.009 PMID: 15511651

4. AlluriV, Toiviainen P, Jaaskeldinen IP, Glerean E, Sams M, Brattico E. Large-scale brain networks
emerge from dynamic processing of musical timbre, key and rhythm. Neuroimage. 2012 Feb 15; 59
(4):3677-3689. https://doi.org/10.1016/j.neuroimage.2011.11.019 PMID: 22116038

5. Kumar S, Sedley W, Nourski KV, Kawasaki H, Oya H, Patterson RD, et al. Predictive coding and pitch
processing in the auditory cortex. J Cogn Neurosci. 2011 Oct; 23(10):3084—-3094. https://doi.org/10.
1162/jocn_a_00021 PMID: 21452943

6. NanY, Friederici AD. Differential roles of right temporal cortex and Broca’s area in pitch processing: Evi-
dence from music and Mandarin. Hum Brain Mapp. 2013; 34(9):2045-2054. https://doi.org/10.1002/
hbm.22046 PMID: 22431306

PLOS Biology | https://doi.org/10.1371/journal.pbio.3002176  August 15, 2023 23/27


http://dx.doi.org/10.5281/zenodo.7876019
http://journals.plos.org/plosbiology/article/asset?unique&id=info:doi/10.1371/journal.pbio.3002176.s011
http://dx.doi.org/10.5281/zenodo.7876019
https://doi.org/10.1016/j.cognition.2005.11.004
https://doi.org/10.1016/j.cognition.2005.11.004
http://www.ncbi.nlm.nih.gov/pubmed/16487953
https://doi.org/10.1016/B978-0-444-62630-1.00011-1
https://doi.org/10.1016/B978-0-444-62630-1.00011-1
http://www.ncbi.nlm.nih.gov/pubmed/25726270
https://doi.org/10.1016/j.cogbrainres.2004.06.009
https://doi.org/10.1016/j.cogbrainres.2004.06.009
http://www.ncbi.nlm.nih.gov/pubmed/15511651
https://doi.org/10.1016/j.neuroimage.2011.11.019
http://www.ncbi.nlm.nih.gov/pubmed/22116038
https://doi.org/10.1162/jocn%5Fa%5F00021
https://doi.org/10.1162/jocn%5Fa%5F00021
http://www.ncbi.nlm.nih.gov/pubmed/21452943
https://doi.org/10.1002/hbm.22046
https://doi.org/10.1002/hbm.22046
http://www.ncbi.nlm.nih.gov/pubmed/22431306
https://doi.org/10.1371/journal.pbio.3002176

PLOS BIOLOGY

Reconstructing Pink Floydfrom human auditory cortex

10.

1.

12

13.

14.

15.

16.

17.

18.

19.

20.

21.

22,

23.

24,

25.

26.

27.

Trainor LJ, McDonald KL, Alain C. Automatic and controlled processing of melodic contour and interval
information measured by electrical brain activity. J Cogn Neurosci. 2002 Apr 1; 14(3):430—442. https:/
doi.org/10.1162/089892902317361949 PMID: 11970802

Baltzell LS, Srinivasan R, Richards V. Hierarchical organization of melodic sequences is encoded by
cortical entrainment. Neuroimage. 2019 Oct 15; 200:490-500. https://doi.org/10.1016/j.neuroimage.
2019.06.054 PMID: 31254649

Janata P, Birk JL, Van Horn JD, Leman M, Tillmann B, Bharucha JJ. The cortical topography of tonal
structures underlying Western music. Science. 2002 Dec 13; 298(5601):2167—2170. https://doi.org/10.
1126/science.1076262 PMID: 12481131

Brattico E, Tervaniemi M, Naatanen R, Peretz |. Musical scale properties are automatically processed
in the human auditory cortex. Brain Res. 2006 Oct 30; 1117(1):162—174. https://doi.org/10.1016/j.
brainres.2006.08.023 PMID: 16963000

Geiser E, Ziegler E, Jancke L, Meyer M. Early electrophysiological correlates of meter and rhythm pro-
cessing in music perception. Cortex J Devoted Study Nerv Syst Behav. 2009 Jan; 45(1):93—102.
https://doi.org/10.1016/j.cortex.2007.09.010 PMID: 19100973

Harding EE, Sammler D, Henry MJ, Large EW, Kotz SA. Cortical tracking of rhythm in music and
speech. Neuroimage. 2019 Jan 15; 185:96—101. https://doi.org/10.1016/j.neuroimage.2018.10.037
PMID: 30336253

Peretz |, Zatorre RJ. Brain organization for music processing. Annu Rev Psychol. 2005; 56:89—114.
https://doi.org/10.1146/annurev.psych.56.091103.070225 PMID: 15709930

Limb CJ. Structural and functional neural correlates of music perception. Anat Rec A Discov Mol Cell
Evol Biol. 2006; 288A(4):435—-446. https://doi.org/10.1002/ar.a.20316 PMID: 16550543

Koelsch S. Toward a Neural Basis of Music Perception—A Review and Updated Model. Front Psychol.
2011 Jun9; 2:110. https://doi.org/10.3389/fpsyg.2011.00110 PMID: 21713060

Zatorre RJ, Salimpoor VN. From perception to pleasure: music and its neural substrates. Proc Natl
Acad SciU S A 2013 Jun 18; 110 Suppl 2:10430-10437. https://doi.org/10.1073/pnas.1301228110
PMID: 23754373

Rogalsky C, Rong F, Saberi K, Hickok G. Functional anatomy of language and music perception: tem-
poral and structural factors investigated using functional magnetic resonance imaging. J Neurosci Off J
Soc Neurosci. 2011 Mar 9; 31(10):3843-3852. https://doi.org/10.1523/JNEUROSCI.4515-10.2011
PMID: 21389239

Patel AD. The Evolutionary Biology of Musical Rhythm: Was Darwin Wrong? PLoS Biol. 2014 Mar 25;
12(3):e1001821. https://doi.org/10.1371/journal.pbio.1001821 PMID: 24667562

Abrams DA, Bhatara A, Ryali S, Balaban E, Levitin DJ, Menon V. Decoding Temporal Structure in
Music and Speech Relies on Shared Brain Resources but Elicits Different Fine-Scale Spatial Patterns.
Cereb Cortex N Y NY. 2011 Jul; 21(7):1507—-1518. https://doi.org/10.1093/cercor/bhg198 PMID:
21071617

Peretz I, Vuvan D, Lagrois ME, Armony JL. Neural overlap in processing music and speech. Philos
Trans R Soc Lond B Biol Sci. 2015 Mar 19; 370(1664):20140090. https://doi.org/10.1098/rstb.2014.
0090 PMID: 25646513

Fiveash A, Bedoin N, Gordon RL, Tillmann B. Processing rhythm in speech and music: Shared mecha-
nisms and implications for developmental speech and language disorders. Neuropsychology. 2021; 35
(8):771-791. https://doi.org/10.1037/neu0000766 PMID: 34435803

Angulo-Perkins A, Aubé W, Peretz |, Barrios FA, Armony JL, Concha L. Music listening engages spe-
cific cortical regions within the temporal lobes: Differences between musicians and non-musicians. Cor-
tex. 2014 Oct 1; 59:126-37. https://doi.org/10.1016/j.cortex.2014.07.013 PMID: 25173956

Warren J. How does the brain process music? Clin Med. 2008 Feb 1; 8(1):32—6. https://doi.org/10.
7861/clinmedicine.8-1-32 PMID: 18335666

Ding Y, Zhang Y, Zhou W, Ling Z, Huang J, Hong B, et al. Neural Correlates of Music Listening and
Recall in the Human Brain. J Neurosci. 2019 Oct 9; 39(41):8112-8123. https://doi.org/10.1523/
JNEUROSCI.1468-18.2019 PMID: 31501297

Stanley GB, Li FF, Dan Y. Reconstruction of Natural Scenes from Ensemble Responses in the Lateral
Geniculate Nucleus. J Neurosci. 1999 Sep 15; 19(18):8036—-8042. https://doi.org/10.1523/
JNEUROSCI.19-18-08036.1999 PMID: 10479703

Bialek W, Rieke F, de Ruyter van Steveninck RR, Warland D. Reading a neural code Science. 1991
Jun 28; 252(5014):1854-1857.

Rieke F, Bodnar DA, Bialek W. Naturalistic stimuli increase the rate and efficiency of information trans-
mission by primary auditory afferents. Proc R Soc Lond B Biol Sci. 1995 Dec 22; 262(1365):259-265.
https://doi.org/10.1098/rspb.1995.0204 PMID: 8587884

PLOS Biology | https://doi.org/10.1371/journal.pbio.3002176  August 15, 2023 24/27


https://doi.org/10.1162/089892902317361949
https://doi.org/10.1162/089892902317361949
http://www.ncbi.nlm.nih.gov/pubmed/11970802
https://doi.org/10.1016/j.neuroimage.2019.06.054
https://doi.org/10.1016/j.neuroimage.2019.06.054
http://www.ncbi.nlm.nih.gov/pubmed/31254649
https://doi.org/10.1126/science.1076262
https://doi.org/10.1126/science.1076262
http://www.ncbi.nlm.nih.gov/pubmed/12481131
https://doi.org/10.1016/j.brainres.2006.08.023
https://doi.org/10.1016/j.brainres.2006.08.023
http://www.ncbi.nlm.nih.gov/pubmed/16963000
https://doi.org/10.1016/j.cortex.2007.09.010
http://www.ncbi.nlm.nih.gov/pubmed/19100973
https://doi.org/10.1016/j.neuroimage.2018.10.037
http://www.ncbi.nlm.nih.gov/pubmed/30336253
https://doi.org/10.1146/annurev.psych.56.091103.070225
http://www.ncbi.nlm.nih.gov/pubmed/15709930
https://doi.org/10.1002/ar.a.20316
http://www.ncbi.nlm.nih.gov/pubmed/16550543
https://doi.org/10.3389/fpsyg.2011.00110
http://www.ncbi.nlm.nih.gov/pubmed/21713060
https://doi.org/10.1073/pnas.1301228110
http://www.ncbi.nlm.nih.gov/pubmed/23754373
https://doi.org/10.1523/JNEUROSCI.4515-10.2011
http://www.ncbi.nlm.nih.gov/pubmed/21389239
https://doi.org/10.1371/journal.pbio.1001821
http://www.ncbi.nlm.nih.gov/pubmed/24667562
https://doi.org/10.1093/cercor/bhq198
http://www.ncbi.nlm.nih.gov/pubmed/21071617
https://doi.org/10.1098/rstb.2014.0090
https://doi.org/10.1098/rstb.2014.0090
http://www.ncbi.nlm.nih.gov/pubmed/25646513
https://doi.org/10.1037/neu0000766
http://www.ncbi.nlm.nih.gov/pubmed/34435803
https://doi.org/10.1016/j.cortex.2014.07.013
http://www.ncbi.nlm.nih.gov/pubmed/25173956
https://doi.org/10.7861/clinmedicine.8-1-32
https://doi.org/10.7861/clinmedicine.8-1-32
http://www.ncbi.nlm.nih.gov/pubmed/18335666
https://doi.org/10.1523/JNEUROSCI.1468-18.2019
https://doi.org/10.1523/JNEUROSCI.1468-18.2019
http://www.ncbi.nlm.nih.gov/pubmed/31501297
https://doi.org/10.1523/JNEUROSCI.19-18-08036.1999
https://doi.org/10.1523/JNEUROSCI.19-18-08036.1999
http://www.ncbi.nlm.nih.gov/pubmed/10479703
https://doi.org/10.1098/rspb.1995.0204
http://www.ncbi.nlm.nih.gov/pubmed/8587884
https://doi.org/10.1371/journal.pbio.3002176

PLOS BIOLOGY

Reconstructing Pink Floydfrom human auditory cortex

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42,

43.

44.

45.

46.

47.

Mesgarani N, David SV, Fritz JB, Shamma SA. Influence of context and behavior on stimulus recon-
struction from neural activity in primary auditory cortex. J Neurophysiol. 2009 Dec; 102(6):3329-3339.
https://doi.org/10.1152/jn.91128.2008 PMID: 19759321

Besson M, Chobert J, Marie C. Transfer of Training between Music and Speech: Common Processing,
Attention, and Memory. Front Psychol. 2011 May 12; 2:94. https://doi.org/10.3389/fpsyg.2011.00094
PMID: 21738519

Zatorre RJ, Belin P, Penhune VB. Structure and function of auditory cortex: music and speech. Trends
Cogn Sci. 2002 Jan 1; 6(1):37—46. https://doi.org/10.1016/s1364-6613(00)01816-7 PMID: 11849614

Lachaux JP, Rudrauf D, Kahane P. Intracranial EEG and human brain mapping. J Physiol Paris. 2003;
97(4-6):613-628. https://doi.org/10.1016/j.jphysparis.2004.01.018 PMID: 15242670

Leszczynski M, Barczak A, Kajikawa Y, Ulbert |, Falchier AY, Tal |, et al. Dissociation of broadband
high-frequency activity and neuronal firing in the neocortex. Sci Adv. 2020; 6(33):eabb0977. https://doi.
org/10.1126/sciadv.abb0977 PMID: 32851172

Conner CR, Ellmore TM, Pieters TA, DiSano MA, Tandon N. Variability of the Relationship between
Electrophysiology and BOLD-fMRI across Cortical Regions in Humans. J Neurosci. 2011 Sep 7; 31
(36):12855-12865. https://doi.org/10.1523/JNEUROSCI.1457-11.2011 PMID: 21900564

Pasley BN, David SV, Mesgarani N, Flinker A, Shamma SA, Crone NE, et al. Reconstructing speech
from human auditory cortex. PLoS Biol. 2012 Jan; 10(1):e1001251. https://doi.org/10.1371/journal.
pbio.1001251 PMID: 22303281

Akbari H, Khalighinejad B, Herrero JL, Mehta AD, Mesgarani N. Towards reconstructing intelligible
speech from the human auditory cortex. Sci Rep. 2019 Jan 29; 9(1):874. https://doi.org/10.1038/
$41598-018-37359-z PMID: 30696881

Anumanchipalli GK, Chartier J, Chang EF. Speech synthesis from neural decoding of spoken sen-
tences. Nature. 2019 Apr; 568(7753):493. https://doi.org/10.1038/s41586-019-1119-1 PMID:
31019317

de Heer WA, Huth AG, Giriffiths TL, Gallant JL, Theunissen FE. The Hierarchical Cortical Organization
of Human Speech Processing. J Neurosci. 2017 Jul 5; 37(27):6539-6557. https://doi.org/10.1523/
JNEUROSCI.3267-16.2017 PMID: 28588065

Ismailov VE. On the approximation by neural networks with bounded number of neurons in hidden lay-
ers. J Math Anal Appl. 2014 Sep 15; 417(2):963-969.

Potes C, Gunduz A, Brunner P, Schalk G. Dynamics of electrocorticographic (ECoG) activity in human
temporal and frontal cortical areas during music listening. Neuroimage. 2012 Jul 16; 61(4):841-848.
https://doi.org/10.1016/j.neuroimage.2012.04.022 PMID: 22537600

Potes C, Brunner P, Gunduz A, Knight RT, Schalk G. Spatial and temporal relationships of electrocorti-
cographic alpha and gamma activity during auditory processing. Neuroimage. 2014 Aug 15; 97:188—
195. https://doi.org/10.1016/j.neuroimage.2014.04.045 PMID: 24768933

Kubanek J, Brunner P, Gunduz A, Poeppel D, Schalk G. The Tracking of Speech Envelope in the
Human Cortex. PLoS ONE. 2013 Jan 10; 8(1):€53398. https://doi.org/10.1371/journal.pone.0053398
PMID: 23408924

Gupta D, Hill N, Brunner P, Gunduz A, Schalk G. Simultaneous Real-Time Monitoring of Multiple Corti-
cal Systems. J Neural Eng. 2014 Jul 31; 11:056001. https://doi.org/10.1088/1741-2560/11/5/056001
PMID: 25080161

Sturm |, Blankertz B, Potes C, Schalk G, Curio G. ECoG high gamma activity reveals distinct cortical
representations of lyrics passages, harmonic and timbre-related changes in a rock song. Front Hum
Neurosci. 2014; 8:798. https://doi.org/10.3389/fnhum.2014.00798 PMID: 25352799

Theunissen FE, Sen K, Doupe AJ. Spectral-temporal receptive fields of nonlinear auditory neurons
obtained using natural sounds. J Neurosci Off J Soc Neurosci. 2000 Mar 15; 20(6):2315-2331. https://
doi.org/10.1523/JNEUROSCI.20-06-02315.2000 PMID: 10704507

Talebi V, Baker CL. Natural versus synthetic stimuli for estimating receptive field models: a comparison
of predictive robustness. J Neurosci Off J Soc Neurosci. 2012 Feb 1; 32(5):1560-1576. https://doi.org/
10.1523/JNEUROSCI.4661-12.2012 PMID: 22302799

Hoefle S, Engel A, Basilio R, Alluri V, Toiviainen P, Cagy M, et al. Identifying musical pieces from fMRI
data using encoding and decoding models. Sci Rep. 2018; 8(1):2266. https://doi.org/10.1038/s41598-
018-20732-3 PMID: 29396524

Casey MA. Music of the 7Ts: Predicting and Decoding Multivoxel fMRI Responses with Acoustic, Sche-
matic, and Categorical Music Features. Front Psychol. 2017; 8:1179. https://doi.org/10.3389/fpsyg.
2017.01179 PMID: 28769835

PLOS Biology | https://doi.org/10.1371/journal.pbio.3002176  August 15, 2023 25/27


https://doi.org/10.1152/jn.91128.2008
http://www.ncbi.nlm.nih.gov/pubmed/19759321
https://doi.org/10.3389/fpsyg.2011.00094
http://www.ncbi.nlm.nih.gov/pubmed/21738519
https://doi.org/10.1016/s1364-6613%2800%2901816-7
http://www.ncbi.nlm.nih.gov/pubmed/11849614
https://doi.org/10.1016/j.jphysparis.2004.01.018
http://www.ncbi.nlm.nih.gov/pubmed/15242670
https://doi.org/10.1126/sciadv.abb0977
https://doi.org/10.1126/sciadv.abb0977
http://www.ncbi.nlm.nih.gov/pubmed/32851172
https://doi.org/10.1523/JNEUROSCI.1457-11.2011
http://www.ncbi.nlm.nih.gov/pubmed/21900564
https://doi.org/10.1371/journal.pbio.1001251
https://doi.org/10.1371/journal.pbio.1001251
http://www.ncbi.nlm.nih.gov/pubmed/22303281
https://doi.org/10.1038/s41598-018-37359-z
https://doi.org/10.1038/s41598-018-37359-z
http://www.ncbi.nlm.nih.gov/pubmed/30696881
https://doi.org/10.1038/s41586-019-1119-1
http://www.ncbi.nlm.nih.gov/pubmed/31019317
https://doi.org/10.1523/JNEUROSCI.3267-16.2017
https://doi.org/10.1523/JNEUROSCI.3267-16.2017
http://www.ncbi.nlm.nih.gov/pubmed/28588065
https://doi.org/10.1016/j.neuroimage.2012.04.022
http://www.ncbi.nlm.nih.gov/pubmed/22537600
https://doi.org/10.1016/j.neuroimage.2014.04.045
http://www.ncbi.nlm.nih.gov/pubmed/24768933
https://doi.org/10.1371/journal.pone.0053398
http://www.ncbi.nlm.nih.gov/pubmed/23408924
https://doi.org/10.1088/1741-2560/11/5/056001
http://www.ncbi.nlm.nih.gov/pubmed/25080161
https://doi.org/10.3389/fnhum.2014.00798
http://www.ncbi.nlm.nih.gov/pubmed/25352799
https://doi.org/10.1523/JNEUROSCI.20-06-02315.2000
https://doi.org/10.1523/JNEUROSCI.20-06-02315.2000
http://www.ncbi.nlm.nih.gov/pubmed/10704507
https://doi.org/10.1523/JNEUROSCI.4661-12.2012
https://doi.org/10.1523/JNEUROSCI.4661-12.2012
http://www.ncbi.nlm.nih.gov/pubmed/22302799
https://doi.org/10.1038/s41598-018-20732-3
https://doi.org/10.1038/s41598-018-20732-3
http://www.ncbi.nlm.nih.gov/pubmed/29396524
https://doi.org/10.3389/fpsyg.2017.01179
https://doi.org/10.3389/fpsyg.2017.01179
http://www.ncbi.nlm.nih.gov/pubmed/28769835
https://doi.org/10.1371/journal.pbio.3002176

PLOS BIOLOGY

Reconstructing Pink Floydfrom human auditory cortex

48.

49.

50.

51.

52,

53.

54.

55.

56.

57.
58.

59.

60.

61.

62.

63.

64.

65.

66.

67.

68.

69.

Nakai T, Koide-Majima N, Nishimoto S. Correspondence of categorical and feature-based representa-
tions of music in the human brain. Brain Behav. 2021; 11(1):e01936. https://doi.org/10.1002/brb3.1936
PMID: 33164348

Treder MS, Purwins H, Miklody D, Sturm |, Blankertz B. Decoding auditory attention to instruments in
polyphonic music using single-trial EEG classification. J Neural Eng. 2014 Mar; 11(2):026009. https://
doi.org/10.1088/1741-2560/11/2/026009 PMID: 24608228

Saari P, Burunat I, Brattico E, Toiviainen P. Decoding Musical Training from Dynamic Processing of
Musical Features in the Brain. Sci Rep. 2018 Jan 15; 8(1):708. https://doi.org/10.1038/s41598-018-
19177-5 PMID: 29335643

Daly I. Neural decoding of music from the EEG. Sci Rep. 2023 Jan 12; 13(1):624. https://doi.org/10.
1038/s41598-022-27361-x PMID: 36635340

Aertsen A, Johannesma PIM. Spectro-temporal receptive fields of auditory neurons in the grassfrog—I.
Characterization of tonal and natural stimuli. Biol Cybern. 1980; 1(38):223-234.

Holdgraf CR, Rieger JW, Micheli C, Martin S, Knight RT, Theunissen FE. Encoding and Decoding Mod-
els in Cognitive Electrophysiology. Front Syst Neurosci. 2017; 11:61. https://doi.org/10.3389/fnsys.
2017.00061 PMID: 29018336

Martin S, Mikutta C, Leonard MK, Hungate D, Koelsch S, Shamma S, et al. Neural Encoding of Auditory
Features during Music Perception and Imagery. Cereb Cortex N Y N 1991. 2017 Oct 27;1-12.

Hullett PW, Hamilton LS, Mesgarani N, Schreiner CE, Chang EF. Human Superior Temporal Gyrus
Organization of Spectrotemporal Modulation Tuning Derived from Speech Stimuli. J Neurosci Off J Soc
Neurosci. 2016 Feb 10; 36(6):2014-2026. https://doi.org/10.1523/JNEUROSCI.1779-15.2016 PMID:
26865624

Hamilton LS, Edwards E, Chang EF. A Spatial Map of Onset and Sustained Responses to Speech in
the Human Superior Temporal Gyrus. Curr Biol. 2018 Jun 18; 28(12):1860—1871.e4. https://doi.org/10.
1016/j.cub.2018.04.033 PMID: 29861132

Meyes R, Lu M, Puiseau CWD, Meisen T. Ablation Studies in Artificial Neural Networks. ArXiv. 2019.

Kohoutova L, Heo J, Cha S, Lee S, Moon T, Wager TD, et al. Toward a unified framework for interpret-
ing machine-learning models in neuroimaging. Nat Protoc. 2020 Apr; 15(4):1399-1435. https://doi.org/
10.1038/s41596-019-0289-5 PMID: 32203486

Albouy P, Benjamin L, Morillon B, Zatorre RJ. Distinct sensitivity to spectrotemporal modulation sup-
ports brain asymmetry for speech and melody. Science. 2020 Feb 28; 367(6481):1043-1047. https://
doi.org/10.1126/science.aaz3468 PMID: 32108113

Hickok G, Poeppel D. The cortical organization of speech processing. Nat Rev Neurosci. 2007 May; 8
(5):393—402. https://doi.org/10.1038/nrn2113 PMID: 17431404

Albouy P, Mattout J, Bouet R, Maby E, Sanchez G, Aguera PE, et al. Impaired pitch perception and
memory in congenital amusia: the deficit starts in the auditory cortex. Brain J Neurol. 2013 May; 136(Pt
5):1639-1661. https://doi.org/10.1093/brain/awt082 PMID: 23616587

Toiviainen P, Alluri V, Brattico E, Wallentin M, Vuust P. Capturing the musical brain with Lasso:
Dynamic decoding of musical features from fMRI data. Neuroimage. 2014 Mar 1; 88:170-180. https://
doi.org/10.1016/j.neuroimage.2013.11.017 PMID: 24269803

Nourski KV, Steinschneider M, McMurray B, Kovach CK, Oya H, Kawasaki H, et al. Functional organi-
zation of human auditory cortex: investigation of response latencies through direct recordings. Neuro-
image. 2014; 1(101):598-609. https://doi.org/10.1016/j.neuroimage.2014.07.004 PMID: 25019680

Grahn JA, McAuley JD. Neural bases of individual differences in beat perception. Neuroimage. 2009
Oct 1; 47(4):1894-1903. hitps://doi.org/10.1016/j.neuroimage.2009.04.039 PMID: 19376241

Vikene K, Skeie GO, Specht K. Compensatory task-specific hypersensitivity in bilateral planum tempor-
ale and right superior temporal gyrus during auditory rhythm and omission processing in Parkinson’s
disease. Sci Rep. 2019 Sep 2; 9(1):1-9.

Herff SA, Herff C, Milne AJ, Johnson GD, Shih JJ, Krusienski DJ. Prefrontal High Gamma in ECoG
Tags Periodicity of Musical Rhythms in Perception and Imagination. eNeuro. 2020 Jul 31; 7(4):
ENEURO.0413-19.2020. https://doi.org/10.1523/ENEURO.0413-19.2020 PMID: 32586843

Proix T, Delgado Saa J, Christen A, Martin S, Pasley BN, Knight RT, et al. Imagined speech can be
decoded from low- and cross-frequency intracranial EEG features. Nat Commun. 2022 Jan 10; 13
(1):48. https://doi.org/10.1038/s41467-021-27725-3 PMID: 35013268

Schalk G, McFarland DJ, Hinterberger T, Birbaumer N, Wolpaw JR. BCI2000: a general-purpose brain-
computer interface (BCI) system. IEEE Trans Biomed Eng. 2004 Jun; 51(6):1034—1043. https://doi.org/
10.1109/TBME.2004.827072 PMID: 15188875

Chi T, Ru P, Shamma SA. Multiresolution spectrotemporal analysis of complex sounds. J Acoust Soc
Am. 2005 Aug; 118(2):887—906. https://doi.org/10.1121/1.1945807 PMID: 16158645

PLOS Biology | https://doi.org/10.1371/journal.pbio.3002176  August 15, 2023 26/27


https://doi.org/10.1002/brb3.1936
http://www.ncbi.nlm.nih.gov/pubmed/33164348
https://doi.org/10.1088/1741-2560/11/2/026009
https://doi.org/10.1088/1741-2560/11/2/026009
http://www.ncbi.nlm.nih.gov/pubmed/24608228
https://doi.org/10.1038/s41598-018-19177-5
https://doi.org/10.1038/s41598-018-19177-5
http://www.ncbi.nlm.nih.gov/pubmed/29335643
https://doi.org/10.1038/s41598-022-27361-x
https://doi.org/10.1038/s41598-022-27361-x
http://www.ncbi.nlm.nih.gov/pubmed/36635340
https://doi.org/10.3389/fnsys.2017.00061
https://doi.org/10.3389/fnsys.2017.00061
http://www.ncbi.nlm.nih.gov/pubmed/29018336
https://doi.org/10.1523/JNEUROSCI.1779-15.2016
http://www.ncbi.nlm.nih.gov/pubmed/26865624
https://doi.org/10.1016/j.cub.2018.04.033
https://doi.org/10.1016/j.cub.2018.04.033
http://www.ncbi.nlm.nih.gov/pubmed/29861132
https://doi.org/10.1038/s41596-019-0289-5
https://doi.org/10.1038/s41596-019-0289-5
http://www.ncbi.nlm.nih.gov/pubmed/32203486
https://doi.org/10.1126/science.aaz3468
https://doi.org/10.1126/science.aaz3468
http://www.ncbi.nlm.nih.gov/pubmed/32108113
https://doi.org/10.1038/nrn2113
http://www.ncbi.nlm.nih.gov/pubmed/17431404
https://doi.org/10.1093/brain/awt082
http://www.ncbi.nlm.nih.gov/pubmed/23616587
https://doi.org/10.1016/j.neuroimage.2013.11.017
https://doi.org/10.1016/j.neuroimage.2013.11.017
http://www.ncbi.nlm.nih.gov/pubmed/24269803
https://doi.org/10.1016/j.neuroimage.2014.07.004
http://www.ncbi.nlm.nih.gov/pubmed/25019680
https://doi.org/10.1016/j.neuroimage.2009.04.039
http://www.ncbi.nlm.nih.gov/pubmed/19376241
https://doi.org/10.1523/ENEURO.0413-19.2020
http://www.ncbi.nlm.nih.gov/pubmed/32586843
https://doi.org/10.1038/s41467-021-27725-3
http://www.ncbi.nlm.nih.gov/pubmed/35013268
https://doi.org/10.1109/TBME.2004.827072
https://doi.org/10.1109/TBME.2004.827072
http://www.ncbi.nlm.nih.gov/pubmed/15188875
https://doi.org/10.1121/1.1945807
http://www.ncbi.nlm.nih.gov/pubmed/16158645
https://doi.org/10.1371/journal.pbio.3002176

PLOS BIOLOGY

Reconstructing Pink Floydfrom human auditory cortex

70.

71.

72.

73.

74.

75.

76.

77.

78.

79.

80.

Slaney M, Naar D, Lyon RE. Auditory model inversion for sound separation. In: Proceedings of ICASSP
‘94 |EEE International Conference on Acoustics, Speech and Signal Processing. 1994. p. I1/77-11/80 vol.
2.

Norman-Haignere SV, Feather J, Boebinger D, Brunner P, Ritaccio A, McDermott JH, et al. A neural
population selective for song in human auditory cortex. Curr Biol. 2022 Apr 11; 32(7):1470-1484.e12.
https://doi.org/10.1016/j.cub.2022.01.069 PMID: 35196507

Rich EL, Wallis JD. Spatiotemporal dynamics of information encoding revealed in orbitofrontal high-
gamma. Nat Commun. 2017 Oct 26; 8(1):1139. https://doi.org/10.1038/s41467-017-01253-5 PMID:
29074960

Bruns A. Fourier-, Hilbert- and wavelet-based signal analysis: are they really different approaches? J
Neurosci Methods. 2004 Aug 30; 137(2):321-332. https://doi.org/10.1016/j.jneumeth.2004.03.002
PMID: 15262077

Dvorak D, Fenton AA. Toward a proper estimation of phase—amplitude coupling in neural oscillations. J
Neurosci Methods. 2014 Mar 30; 225:42-56. https://doi.org/10.1016/j.jneumeth.2014.01.002 PMID:
24447842

Liu 'Y, Coon WG, de Pesters A, Brunner P, Schalk G. The effects of spatial filtering and artifacts on elec-
trocorticographic signals. J Neural Eng. 2015 Oct; 12(5):056008. https://doi.org/10.1088/1741-2560/12/
5/056008 PMID: 26268446

Oostenveld R, Fries P, Maris E, Schoffelen JM. FieldTrip: Open source software for advanced analysis
of MEG, EEG, and invasive electrophysiological data. Comput Intell Neurosci. 2011; 2011:156869.
https://doi.org/10.1155/2011/156869 PMID: 21253357

Stolk A, Griffin SM, van der Meij R, Dewar C, Saez |, Lin JJ, et al. Integrated analysis of anatomical and
electrophysiological human intracranial data. Nat Protoc. 2018 Jul; 13(7):1699-723. https://doi.org/10.
1038/s41596-018-0009-6 PMID: 29988107

Fang Q, Boas DA. Tetrahedral mesh generation from volumetric binary and grayscale images. In: 2009
|IEEE International Symposium on Biomedical Imaging: From Nano to Macro. 2009. p. 1142-1145.

Blenkmann AO, Phillips HN, Princich JP, Rowe JB, Bekinschtein TA, Muravchik CH, et al. iElectrodes:
A Comprehensive Open-Source Toolbox for Depth and Subdural Grid Electrode Localization. Front
Neuroinform. 2017; 11:14. https://doi.org/10.3389/fninf.2017.00014 PMID: 28303098

Dale AM, Fischl B, Sereno MI. Cortical surface-based analysis. |. Segmentation and surface recon-
struction. Neuroimage. 1999 Feb; 9(2):179-194. https://doi.org/10.1006/nimg.1998.0395 PMID:
9931268

PLOS Biology | https://doi.org/10.1371/journal.pbio.3002176  August 15, 2023 27/27


https://doi.org/10.1016/j.cub.2022.01.069
http://www.ncbi.nlm.nih.gov/pubmed/35196507
https://doi.org/10.1038/s41467-017-01253-5
http://www.ncbi.nlm.nih.gov/pubmed/29074960
https://doi.org/10.1016/j.jneumeth.2004.03.002
http://www.ncbi.nlm.nih.gov/pubmed/15262077
https://doi.org/10.1016/j.jneumeth.2014.01.002
http://www.ncbi.nlm.nih.gov/pubmed/24447842
https://doi.org/10.1088/1741-2560/12/5/056008
https://doi.org/10.1088/1741-2560/12/5/056008
http://www.ncbi.nlm.nih.gov/pubmed/26268446
https://doi.org/10.1155/2011/156869
http://www.ncbi.nlm.nih.gov/pubmed/21253357
https://doi.org/10.1038/s41596-018-0009-6
https://doi.org/10.1038/s41596-018-0009-6
http://www.ncbi.nlm.nih.gov/pubmed/29988107
https://doi.org/10.3389/fninf.2017.00014
http://www.ncbi.nlm.nih.gov/pubmed/28303098
https://doi.org/10.1006/nimg.1998.0395
http://www.ncbi.nlm.nih.gov/pubmed/9931268
https://doi.org/10.1371/journal.pbio.3002176

