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Abstract 

The integration of artificial intelligence (AI) into health data research promises to 

transform precision medicine, especially by managing complex and chronic condi-

tions like hypertension through decision support. Yet health AI also furthers surveil-

lance, with serious ethical and social impact. Nevertheless, surveillance in health, in 

particular data-AI research and innovation, is understudied. This paper provides a 

conceptual analysis of health data-AI surveillance using the Hypermarker research 

project as a case study. We trace the evolution of surveillance within medicine, public 

health, data-driven research, and the proliferation of digital health technologies, 

before examining how the development of AI technologies amplifies and transforms 

these existing practices. We analyse health data-AI surveillance’s implications of 

pervasiveness and unobtrusiveness, hypercollection and function creep, hypervisibil-

ity and profiling, informational power, and the formation of a surveillant assemblage, 

followed by an assessment of the safeguards and measures implemented by the 

Hypermarker project. Our analysis exposes several key challenges for responsi-

ble surveillance practices in health data-AI research: strengthening trustworthiness 

through fairness and equity, ensuring accountability through transparency, and foster-

ing public control and oversight. To this end, we recommend advancing responsible 

governance by implementing arrangements such as community advisory panels, 

independent review boards and oversight bodies, data-AI justice frameworks and 

dialogues, transparency dashboards and public AI portals, stewardship committees, 

accountability assemblies, and open oversight cycles.

Author summary

In this study, we explore how the growing use of artificial intelligence in 
health research is changing the way information about people is collected, 
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used, and governed. We focus on a case study that aims to improve treat-
ment for high blood pressure and show how systems designed to support 
medical decisions can also create new forms of surveillance. This means 
that more and different kinds of information about people are gathered, often 
in ways they do not see or control. Such practices can affect privacy, fair-
ness, and trust, and may deepen inequalities in healthcare. We show that 
these issues are not only technical or ethical, but also about how decisions 
are made and who is involved in making them. Building trustworthy and fair 
uses of artificial intelligence in health requires openness, accountability, and 
shared oversight. We suggest that patients, communities, and the public 
should have a stronger role in shaping how these technologies are devel-
oped and used.

Introduction

The application of machine learning and advanced deep learning techniques for 
multimodal predictive analytics and modelling in fields like metabolomics accelerates 
the development of artificial intelligence (AI) systems. By bringing precision medicine 
closer to realization, health AI forms one of the most striking and promising fron-
tiers in health data research [1]. Leveraging detailed insights from a wealth of data 
about disease, treatment, and medication effectiveness, AI-driven decision support 
systems [2,3] have the potential to personalize therapy and treatment for complex 
conditions like hypertension. These conditions not only contribute to a wide range 
of diseases, imposing a significant burden on patients and healthcare systems, they 
are also intricately linked to genetic characteristics, lifestyle, diet, and environmental 
factors. The interplay of these health-related factors makes effective and sustainable 
management and treatment particularly challenging, a problem that health AI aims to 
address.

While the development of AI-driven systems offers great potential for improv-
ing treatment of complex conditions with significant health implications, it also 
increases the scale and complexity of health data research. The associated 
biomarkerization highlights health research as an ongoing future-directed process 
that seeks to solve biomedical and public health problems through investments 
into biomarker research [4,5]. This further entrenches the datafication of health, 
disease, and care to address pressing health challenges and improve care, a pro-
cess that is already well underway. Increasingly, health-related yet non-medical 
factors like lifestyle are incorporated into health data research, since they are per-
tinent to understanding and improving treatment. Moreover, the use of advanced 
self-learning data science techniques in systems providing predictive advice to 
support medical decision-making introduces a novel dimension of algorithmization 
in health research and care.

Accordingly, health AI research almost invariably involves forms of surveillance, 
defined as ‘the focused, systematic and routine attention to personal details for 
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the purposes of influence, management, protection or direction’ [6]. In fact, many ethical and social challenges already 
associated with health data research, such as upholding autonomy and control, privacy and data protection, trustworthi-
ness, transparency and accountability, and fairness and equity [7,8], are closely related to risks that are linked to rising 
capacities for surveillance [9]. Nevertheless, although the ethical and social impact of surveillance concerning algorith-
mization and AI has been extensively discussed in other fields, such as policing and regulation [10,11], such discussion 
has been notably scarce in the context of health [12,13].

This gap is striking, since the recent shift in health data research to development of AI-driven systems seems 
to further proliferate and intensify the phenomenon of surveillance in health research, and by extension eventually 
in healthcare. So far however, a comprehensive overview and analysis of the extent of surveillance concerning its 
ethical and social implications in health data-AI research is lacking. Given that surveillance is increasingly becoming 
an integral, commonplace component of health data-AI research practices, it is crucial to determine how responsible 
surveillance can be furthered to realize the benefits of health AI systems for precision medicine in a legitimate and 
sustainable way [14].

We begin by introducing the Hypermarker research project as a case study of health data-AI research. We then trace 
the evolution of surveillance within medicine, public health, data-driven research, and the proliferation of digital health 
technologies, before examining how the development of AI technologies amplifies and transforms these existing practices. 
Subsequently, we analyse the implications and ethical and social issues associated with surveillance in health data-AI, 
and critically assess the safeguards and measures implemented in the Hypermarker project. We conclude by identify-
ing key challenges and providing recommendations for advancing responsible surveillance practices in health data-AI 
research.

Materials and methods

This paper employs a conceptual approach, using the Hypermarker research project as an illustrative case study to 
explore the ethical and social dimensions of surveillance in health data-AI. The analysis integrates insights from bio-
ethics and the social sciences, in particular surveillance studies and science and technology studies (STS), to critically 
examine how AI-driven innovations in health research reconfigure existing practices of data collection, monitoring, and 
governance.

The case study of Hypermarker, a health data research project developing an AI-driven decision support system for 
personalization of hypertension treatment, serves as an empirical reference point for situating ethical and social issues 
within an ongoing research context. Relevant project documentation, public materials, and governance frameworks 
were reviewed to identify the safeguards and measures implemented to promote responsible research practices.

The analysis proceeds through three stages. First, it traces the evolution of surveillance practices in medicine, public 
health, and data-driven research, highlighting continuities and transformations introduced by AI technologies. Second, it 
examines the implications of these developments, highlighting several crucial ethical and social issues such as privacy, 
trust, transparency, and accountability. Third, it critically assesses the Hypermarker project’s approach to responsible sur-
veillance. Finally, it draws lessons for the development of ethically robust and socially responsive governance frameworks 
for surveillance in health data-AI research.

Surveillance from public health to personalized prevention

The Box 1 describes the Hypermarker project, which focuses on personalized pharmacometabolomic optimization of 
hypertension treatment through AI-driven decision support [15]. This case description serves as a starting point to charac-
terize the expressions of surveillance in the context of current health data-AI research.
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Box 1.  Case description of the Hypermarker health data research project developing an AI- 
driven decision support system for personalization of hypertension treatment.

Hypermarker is an innovative initiative focused on improving hypertension treatment through personalized pharma-
cometabolomics. The project aims to optimize antihypertensive therapy by tailoring treatment to each patient’s unique 
metabolomic profile, leveraging data from large-scale cohorts across 11 European countries. A clinical decision 
support tool will be developed, using advanced data analytics and AI to guide healthcare providers in selecting the 
most effective blood pressure treatments while minimizing side effects. By integrating pharmacometabolomics, a new 
approach is introduced to manage high blood pressure, addressing the issue of poor medication adherence caused 
by adverse effects. This personalized strategy will enhance the retention of antihypertensive effects, significantly 
improving patient outcomes. The project seeks to meet an urgent need for more efficient use of existing hypertension 
therapies, enhancing systolic blood pressure control and reducing medication-related adverse events. Utilizing an 
advanced metabolomic platform, the project applies deep learning and AI methods to identify metabolites that predict 
treatment response. This data will feed into a clinical decision support model, enabling more personalized and effec-
tive care. The project will explore the role of food-drug interactions, considering how dietary factors influence treat-
ment outcomes. Ultimately, the aim is to improve hypertension care across Europe by integrating these advanced 
tools into routine medical practice, ensuring more precise and effective patient treatment.

Although the development of AI-driven systems in health data research may be a relatively new phenomenon, sur-
veillance in the context of health, medicine, and research is not. The growing reliance on health surveillance is closely 
linked to the rise of surveillance medicine. This reflects a shift from merely diagnosing and treating individual diseases 
to emphasizing early detection and prevention [16]. As a by-product, this shift problematizes normality at the population 
level by monitoring risk factors, potential future illnesses, and asymptomatic conditions [17]. This new medical gaze blurs 
the boundaries between health and disease. Surveillance medicine intensifies the focus on prevention by scrutinizing 
activities, behaviours, and lifestyle choices for their potential long-term health consequences, turning healthy individuals 
into subjects of medical concern. This is enabled by advancements in medical technology, statistical techniques, and 
epidemiology, allowing for the collection and analysis of vast amounts of data to track trends in populations over time. As 
a result, interventions increasingly focus on prevention based on risk factors, with greater emphasis placed on controlling 
behaviour and lifestyle choices [18,19].

Health surveillance is mostly discussed in relation to public health, where it is defined as ‘the continuous, systematic 
collection, analysis and interpretation of health-related data needed for the planning, implementation, and evaluation of 
public health practice’ [20]. Its scope has increasingly extended to the promotion of population-wide health in a broader 
context [20,21]. This is closely tied to epidemiology, which similarly involves the systematic collection and analysis of 
diverse data types for extensive monitoring, evaluation, and risk assessment to study health patterns and prevent dis-
ease [17,22]. In fact, much of the data used in epidemiological research originate from surveillance initially established 
for public health purposes [23,24]. The momentum of surveillance is further fuelled by the international reuse, sharing, 
and linkage of existing datasets, as well as by the growing integration of various forms of omics research, supported by 
advances in bioinformatics [25].

Accordingly, the intertwinement of the purposes and aims of epidemiology and public health research continues to grow 
[20,23], reflecting a shift away from the treatment of individual patients toward disease prevention and a move beyond the 
traditional boundaries of medical research [26]. Examples include influencing health policy on resource allocation, treat-
ment decisions, and preventive consultations, where risk assessments derived from population studies are applied back 
to individuals, influencing the management of their risk factors and ongoing health outcomes [17].
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Furthermore, surveillance has been facilitated by the rise of innovative digital technologies and tools [18,27], including 
health informatics such as Big Data, machine learning and deep learning AI techniques [22,28] as well as remote moni-
toring and tracking systems [29], such as self-monitoring, self-care, and self-surveillance systems [13,30,31]. Referred to 
as digital health surveillance, this system views individuals primarily as risk profiles, focusing on preventable threats and 
encouraging them to manage themselves as sets of health and safety risks. It places greater responsibility on patients to 
oversee their own health based on information generated from these profiles [19]. Examples are eHealth, the personal 
management of health informed by statistical analyses of individual data [18], as well as quantified self-medicine [19,29].

Furthermore, health data and surveillance are increasingly integrated into large-scale, multi-purpose information 
systems, creating a self-reinforcing cycle that improves and refines predictive analytics. By transcending the distinctions 
between individual and population, personal disease and public health, and surveillance and healthcare, the integration of 
population-level and self-surveillance through digital technologies has created a valuable, powerful, and productive health 
surveillance system [19]. This is exemplified by approaches promoting the bridging of healthcare, public health, and health 
research, such as real-world evidence and learning healthcare systems [32,33].

The collection, sharing, aggregation, and linkage of health-related data, especially in health data infrastructures, often 
take place before the specific purposes for doing so have been clearly defined, amounting to an increasingly broader 
emphasis on anticipating and preventing behaviour affecting health [34]. This raises critical questions about which types 
and sets of data are considered meaningful and valuable for this objective, how such assessments can be made, by 
whom, and which interests are being served [26,35]. The focus on anticipation and prevention is closely tied to the goal 
of personalization, or more accurately, precision medicine. Precision medicine targets specific risk categories or profiles 
by integrating genetic, environmental, and lifestyle factors to provide more accurate diagnoses, predict disease risks, and 
offer targeted treatments [36]. It departs from the traditional one-size-fits-all approach, which applies uniform treatments to 
all patients, and instead focuses on individual differences to optimize healthcare outcomes [31].

The rise of health data initiatives focused on developing AI-driven systems, such as decision support tools for the per-
sonalized treatment of complex conditions like hypertension, underscores the convergence of trends driving surveillance 
in preventive health data research and innovation. These systems exemplify how AI is reshaping healthcare by translating 
vast, multimodal data into actionable insights. The distinctive feature of AI lies in its enhanced ability to integrate diverse 
datasets, enabling their effective application in clinical practice.

Surveillance in health AI research is primarily instigated by the application of highly advanced, self-learning data sci-
ence techniques that enable predictive analytics and complex multimodal modelling. Moving from public health to per-
sonalized prevention, machine learning and deep learning technologies permit the creation of (semi-)autonomous tools 
that can provide tailored therapeutic recommendations for conditions with complex aetiologies. This data-driven approach 
merges biological, behavioural, and environmental factors to craft more individualized healthcare solutions.

The integration of AI in health data research feeds back into healthcare practices and public health frameworks, influ-
encing clinical and societal outcomes alike. However, the scale and complexity of health AI introduces new layers of 
health-related surveillance. The design and functionality of AI-driven decision support systems contribute to health sur-
veillance in the form of expansive, data-intensive monitoring that is largely unnoticed yet deeply embedded within health-
care infrastructures. The routine sharing, linkage, and repurposing of diverse datasets for AI research amplify this trend, 
reinforcing a cycle of comprehensive health surveillance.

Accordingly, three key surveillance-oriented elements inherent in health data-AI research can be identified: (1) the shar-
ing and linkage of new forms of omics data, along with health-affecting factors such as lifestyle, diet, and environmental 
influences; (2) the analysis and modelling of data using advanced self-learning algorithmic techniques; and (3) the inte-
gration of AI into tools that may (semi-)autonomously offer recommendations or prescribe treatment options for healthcare 
professionals. These AI-driven innovations reflect a marked shift in the field, where disease and treatment are increasingly 
viewed through a data-driven lens, while underscoring the pervasive nature of surveillance in modern healthcare.
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Implications and issues of surveillance in health data-AI research

The rise of digital technologies, including machine learning and deep learning for multimodal predictive analytics and mod-
elling, has accelerated the development of health AI systems, particularly in fields like metabolomics, which in turn con-
tribute to expanding surveillance capabilities. This development has significant implications for how health and disease, 
particularly complex chronic conditions, are understood, as well as how research, innovation, and care are structured 
around treatment as risk management.

It is important to differentiate between the descriptive, normatively agnostic use of the term surveillance in fields such 
as public health, epidemiology, real-world evidence, and learning healthcare systems, where the term often denotes sys-
tematic data collection and analysis for health improvement purposes, and its normative connotation as a phenomenon 
with broader ethical and social repercussions. Furthermore, in health data-AI research, we can differentiate between the 
explicit or active facilitation of surveillance, such as the development of AI algorithms for clinical decision support, and the 
unintentional or implicit enhancement of surveillance potential. The latter may involve partly unintended consequences or 
downstream effects, such as creating pathways for derivative applications that could be deployed in other health contexts 
or even outside the health domain entirely.

Building on this characterization of health data-AI surveillance, we examine its most important implications as well as 
the associated ethical and social issues. In light of these, we critically assess the safeguards and measures implemented 
in the Hypermarker project. These can be grouped into three main categories:

1.	Technical procedures, including federated data analysis and the Findable, Accessible, Interoperable, and Reusable 
(FAIR) harmonization of data drawing upon the International Council for Harmonisation of Technical Requirements for 
Pharmaceuticals for Human Use’s Guideline for Good Clinical Practice (ICH-GCP) [37].

2.	Ethical and regulatory safeguards, focusing on ethics- and privacy-by-design principles, as well as data protection and 
privacy frameworks informed by the European Union’s General Data Protection Regulation (GDPR, EU 2016/679) and 
Medical Device Regulation (MDR, 2017/745), the World Medical Association (WMA)’s Declaration of Helsinki [38],  
and the European Commission’s Independent High-Level Expert Group on AI’s Ethics Guidelines for Trustworthy AI 
[39] and Assessment List for Trustworthy AI (ALTAI) [40].

3.	Patient and public involvement and engagement (PPIE), particularly in clinical trial design, health economics, and 
responsible governance.

Pervasiveness and unobtrusiveness

Although regulatory and ethical frameworks increasingly emphasize the importance of explicability, the pervasive and 
often unobtrusive nature of surveillance in health data-AI research continues to intensify the digitalization of healthcare 
and disease management [41]. This digital transformation, driven by the rise of health information technology and elec-
tronic health records, increasingly positions individuals, whether patients, research participants, or donors, as passive 
sources of data, with minimal, let alone meaningful control over how their information is used. The integration of AI in 
health research further entrenches this dynamic, limiting individuals’ ability as well as actual opportunities to challenge or 
influence the purposes for which their data are employed. The development of AI-driven algorithms and decision support 
systems often exacerbate the opacity of data usage, making it challenging for individuals to discern who accesses their 
data, for what purposes, and in which ways. This impinges upon transparency, accountability, and personal autonomy by 
extending surveillance beyond immediate healthcare needs, influencing treatment options, lifestyle choices, and even indi-
viduals’ self-perception. For instance, AI-powered wearable devices used to monitor patients with chronic conditions, such 
as continuous glucose monitors for diabetes or smartwatches tracking heart rhythms, collect vast amounts of behavioural 
and physiological data in real time. While intended to support disease management, these tools often operate with limited 
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transparency regarding how data are processed, shared, or used to inform clinical decisions. Over time, such monitoring 
can influence not only treatment pathways but also patients’ everyday choices and perceptions of health. This potentially 
reinforces normative ideas about ‘healthy’ behaviour and shifting the locus of responsibility from healthcare providers to 
individuals.

In Hypermarker, pharmacometabolomic profiling is designed to detect subtle biomarkers of hypertension across diverse 
populations. While this continuous monitoring improves early detection, it also normalizes the constant observation of bio-
logical processes. Such unobtrusiveness risks obscuring the extent to which individuals are being monitored, potentially 
eroding awareness of data collection boundaries. This raises ethical questions about ongoing consent, data minimization, 
and the extent to which patients and clinicians can meaningfully grasp the scope of AI-enabled observation embedded in 
everyday healthcare and research infrastructures.

The project addresses the implications of AI’s pervasiveness and unobtrusiveness for transparency, accountability, and 
personal autonomy. Transparency is primarily operationalized through traceability and explainability measures. In select-
ing AI models, the project explicitly considers the trade-off between interpretability and accuracy, prioritizing interpretable 
models such as LASSO (Least Absolute Shrinkage and Selection Operator) and Decision Trees. More complex models 
are adopted only when justified by substantially improved performance. In such cases, extensive screening is conducted 
using explainable AI (XAI) tools, such as feature importance measures and both model-dependent and model-agnostic 
methods, to ensure a clear understanding of how predictions are generated. Dedicated methods are also employed to 
elucidate the reasoning behind more complex, so-called ‘black-box’ models. These explanations are made accessible 
to end-users in plain language and integrated into the decision-support tool’s outputs. Beyond explainability, the project 
emphasizes transparency by adhering to established reporting standards from EQUATOR Network initiatives, including 
TRIPOD [42], DECIDE-AI [43], and STARD [44], which promote rigorous and transparent health AI research.

Accountability is addressed only to a limited extent, primarily through measures focused on auditability and risk man-
agement. The project promotes accountability by ensuring that code is made publicly available in open repositories, and 
that training data are accessible via the Hypermarker Data Catalogue and Hypermarker Federated Data Repository. 
These infrastructures are implemented in accordance with principles of open science and privacy-by-design, supporting 
transparency, reproducibility, and responsible data stewardship.

Autonomy is primarily addressed under the principle of human agency and oversight. Hypermarker designs its mod-
elling processes to guide and support, rather than replace, human decision-making. The final predictive algorithm will be 
implemented as a clinical decision-support tool, accessible through a dashboard serving as the user interface for both 
clinicians and patients. Within this dashboard, it will be made explicitly clear that the prediction results derive from an algo-
rithmic process. Predictions will be presented in accessible, lay terms, accompanied by detailed explanations of how they 
were generated. These explanations build on the project’s explainable AI analyses and comply with EU in vitro diagnostic 
medical device regulations. Confidence intervals will be displayed and associated risks highlighted to mitigate overreliance 
on the system. The model functions solely as a decision-support mechanism, with final treatment decisions remaining 
entirely the responsibility of the clinician (human-in-command). To avoid potential confusion, no human-like simulation will 
be developed for end users. Instead, targeted training will be provided to ensure appropriate and informed use of the tool.

Hypercollection and function creep

The hypercollection of multimodal data in AI-driven health systems entails accumulating vast amounts of information 
across diverse, often non-medical domains to detect health patterns and make probabilistic inferences [45]. Data such as 
lifestyle, environment, and dietary habits are increasingly aggregated with health data to improve health outcome predic-
tions [35]. This leads to the medicalization of health-related data that are not medical, let alone strictly health-related or 
health-relevant. This introduces risks of function creep, whereby data initially collected for specific health-related pur-
poses are later repurposed for unrelated or broader objectives. Such repurposing can result in privacy overreach – that 
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is, the excessive collection, use, or sharing of personal data beyond what individuals initially consented to or reasonably 
expected, thereby eroding trust and compromising informational self-determination [46]. As multiple stakeholders, includ-
ing governments, insurers, and commercial entities, seek access to these data, the likelihood of misuse increases, at the 
risk of compromising privacy and eroding trust of those contributing and providing the data. Wearable devices and health 
apps, at first sight designed to deliver personalized health insights [47], further reinforce these issues by shifting surveil-
lance to patients themselves and promoting self-regulation through data feedback loops that encourage conformity to 
health norms [9,13,30]. As a result, individuals increasingly become both the monitored subjects and active participants in 
their own surveillance, encouraged to continuously track and interpret their health data. While this data-driven approach 
promises more personalized care, it also risks depersonalizing healthcare by prioritizing algorithmic profiles over lived 
experiences, clinical judgement, and relational aspects of care.

Hypermarker exemplifies hypercollection, the aggregation of vast, heterogeneous datasets including biological sam-
ples, clinical trial data, and multi-omic information. While these data are crucial for training robust predictive models, 
their richness increases the likelihood of function creep, where data are repurposed for new analyses or commercial use 
beyond the project’s original intent. For instance, pharmacometabolomic data collected for hypertension research could 
later be used for unrelated biomarker discovery without renewed consent. The very structure that enables large-scale 
integration also amplifies the ethical tension between scientific value and data sovereignty.

The project addresses privacy challenges arising from hypercollection and function creep by focusing on privacy 
standards, data quality and integrity, secure access, and stakeholder participation. While trust is not explicitly addressed, 
privacy protection is operationalized through multiple technical and procedural safeguards. All data collection and analyt-
ical activities are conducted in compliance with recognized privacy standards to ensure the quality and integrity of data. 
Data usage policies are communicated to users, and informed consent is obtained for the collection and processing of 
personal information. In addition, robust procedures are implemented to secure data access in accordance with GDPR 
principles. For the final decision-support tool, the FAIR Digital Twinning approach incorporates encryption at the source 
and a multi-level privacy protection architecture. Only the subsets of data necessary for a specific research question are 
used, in alignment with the user’s consent. A digital ‘twin’ of a real-world individual is created for analysis, while end- 
users can access only the analytical outcomes within a safe, secure, and FAIR environment, promoting the ethical use 
and responsible reuse of patient data. Patients, clinicians, and other relevant stakeholders are involved in the design and 
development of the clinical decision-support tool. Through co-creation, the project aims to embed values such as privacy 
into the resulting technologies and governance processes.

Hypervisibility and profiling

AI-driven health data systems frequently employ profiling to stratify risks and personalize care [48,49]. However, this 
often-covert practice significantly shapes patient experiences, influencing treatment options, access to care interventions, 
and interactions with care providers. Profiling may also reinforce existing biases, particularly against marginalized or 
vulnerable populations, by categorizing individuals and groups based on socioeconomic status or demographic factors, 
exacerbating healthcare disparities [8,12]. This heightened hypervisibility can lead to surveillance intensifying on specific 
groups, often without tangible benefits and at the risk of stigmatization and discrimination. The reliance on algorithmic cat-
egorizations thus threatens trust, transparency, and accountability, as both patients and healthcare professionals remain 
unaware of the criteria informing care decision support. This impedes their ability to contest decisions and potentially 
unfair or biased outcomes. Ultimately, profiling risks entrenching and reinforcing systemic healthcare inequities, undermin-
ing efforts toward more equitable health outcomes.

Hypermarker’s predictive algorithms stratify patients according to risk of hypertension and treatment response, poten-
tially reproducing or amplifying existing inequities. If training data underrepresent certain demographic or socioeco-
nomic groups, the resulting models may produce skewed risk profiles that render already disadvantaged populations 
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hypervisible as ‘high risk’. This could reinforce stigma or justify differential treatment pathways. For example, minority or 
low-income groups disproportionately affected by hypertension may face intensified monitoring or exclusion from tailored 
interventions.

The Hypermarker project addresses the impact of profiling and hypervisibility, manifested through bias, unfairness, 
inequities, and potential stigmatisation, by emphasising diversity, non-discrimination, mitigation of unfair bias, and stake-
holder participation. Before addressing potential biases in AI modelling, inherited biases in data that underpin these 
models but may not fully represent population diversity are considered. To mitigate such effects, the project commits to 
transparent reporting and communication of findings, guided by established reporting standards such as STROBE [50]. 
Balanced sampling strategies and metadata considerations are employed to address potential biases in training data and 
to promote fairness across dimensions such as gender, ethnicity, and disability. Regarding gender, the derivation cohort is 
drawn from multiple countries with gender parity in sampling. Trial recruitment includes stratification of the primary out-
come by gender, and algorithm development explicitly treats gender as a key covariate. Through participatory processes, 
the project aims to embed non-discrimination and service to the public good into the development and governance of 
health AI.

Informational power

The accumulation of health data by private entities, such as insurers, tech firms, and data brokers, creates significant 
informational power that enables these actors to influence premiums, healthcare costs, access to care, and eligibility 
based on risk profiles. This dynamic disproportionately impacts high-risk individuals, increasing their financial burdens 
and restricting access to care. Such informational power extends beyond traditional healthcare providers to commercial 
entities controlling health data algorithms, facilitating surveillance and control that reach well beyond patient care [35]. The 
integration of health and non-health data underscores the blurring of boundaries between medical and societal oversight, 
further complicating accountability. As non-healthcare entities exert growing control over health data usage, exploitative 
practices may emerge, undermining both public trust and equity in healthcare.

The data infrastructures underpinning Hypermarker exemplify the informational power characteristic of contemporary 
surveillance. The capacity to collect, integrate, and infer from multi-modal health data positions AI systems as powerful 
epistemic agents, shaping not only medical knowledge but also the allocation of resources and the definition of health 
risks. In Hypermarker, predictive insights could influence clinical decisions or policy priorities, thus redistributing epistemic 
authority away from patients and practitioners toward algorithmic systems and data managers.

Beyond accountability (as addressed above), the effect of informational power on public trust and equity is not directly 
addressed in Hypermarker.

The surveillant assemblage

Surveillance in health data-AI research highlights the interconnected network of health data research, development of 
AI-driven systems, and implementation for decision support in care that extend beyond individual privacy and autonomy 
concerns to broader social and political implications [28]. This surveillant assemblage entails health data systems that 
increasingly operate within a framework dominated by algorithmization [51], where algorithmic processes shape health-
care decisions, policies, access, as well as societal norms. This model, often driven by private-sector data commodifi-
cation [35], amplifies asymmetries between citizens and corporations, producing a healthcare system akin to a panoptic 
structure where surveillance is central [17,52]. In this system, patients’ behaviours may be subtly influenced through 
algorithmic nudges and monitoring, often without mechanisms for contesting or opting out, turning privacy into a collective 
societal concern under both public and private sector surveillance. As health AI systems evolve, robust policy and gov-
ernance measures are crucial to mitigate their potential harm, ensure responsible and transparent use of AI, safeguard 
patient autonomy, and promote equity.
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Hypermarker operates within a surveillant assemblage, a distributed network of actors, technologies, and institutions 
that collectively produce and manage health data. This assemblage includes hospitals, research institutions, data repos-
itories, AI developers, and governance bodies. Each contributes to the continuous flow, analysis, and interpretation of 
personal health information. While this networked model enables collaborative innovation, it also diffuses accountability, 
since no single actor fully controls how data circulate or are repurposed. The complexity of distributed surveillance raises 
persistent questions about how to maintain ethical coherence across diverse sites of control and responsibility.

Beyond privacy, autonomy, and transparency (as discussed above), the surveillant assemblage’s effects are not 
addressed in the Hypermarker project.

Key challenges for responsible surveillance practices in health AI research

The ethical and social issues associated with the implications of surveillance, together with our assessment of safeguards 
and measures implemented in the Hypermarker project, highlights key challenges for advancing responsible surveillance 
practices in health data-AI research. [39] First and foremost, there appears a need to build trustworthiness regarding 
concerns about upholding social value, more precisely equity and fairness, in the development of health AI systems. This 
particularly applies to decision support for complex chronic conditions, for which management and treatment are linked to 
a variety of factors, including non-medical, health-related ones such as lifestyle, socioeconomic, and demographic status 
that lie far from the medical purview. Second, fostering effective accountability and greater transparency proves to be 
warranted for preventive data research and innovation, given the complexity and opacity of digital technological develop-
ments involving large-scale data usage and advanced data science techniques. Third, strengthening public control and 
oversight seems necessary since individual autonomy such as in the form of consent, coupled with local ethical oversight 
and review, appears rather ill-suited to the wider societal impact of health data-AI surveillance.

Therefore, health data-AI surveillance should not be taken for granted or simply left to existing regulation and guide-
lines regarding the use of AI or large-scale reuse, sharing, and/or linkage of health-related data. In fact, we contend that 
this is what makes surveillance a problematic phenomenon: it largely falls outside of the purview of most professionals 
and experts working on the development of AI systems within preventive health data research, yet its implications are also 
quite hard to pin down from a confined ethico-legal perspective. Moreover, the critical literature on surveillance does an ill 
job at providing practical recommendations to improve existing governance strategies, policies, and measures.

Trustworthiness as prerequisite for fairness and equity

Trustworthiness is central to establishing a fair and just healthcare system, particularly as emerging technologies such 
as AI assume an increasingly prominent role. Yet trust is neither static nor one-dimensional: it is continuously reshaped 
by institutional arrangements that influence whether stakeholders place trust in health AI systems or, conversely, develop 
mistrust [53]. In this context, trustworthiness must be warranted through governance that upholds fair and equitable 
research and innovation practices that are responsive to people’s needs, concerns, and expectations.

A key challenge in fostering trustworthiness lies in the need for symmetrical and reflexive approaches, understand-
ing trust not merely as something to be earned by experts, but as relational, shaped by the concerns, values, and lived 
experiences of diverse stakeholder communities and publics [54]. For example, in health data-AI research, communities 
may hesitate to trust predictive algorithms for early disease detection if their past experiences with healthcare systems 
involved bias, opacity, or lack of control over their data. Addressing this requires engaging with such communities not just 
to explain the technology, but to understand their perspectives and incorporate their feedback into development, imple-
mentation, and governance processes [53].

Sustaining trust requires identifying and establishing the conditions that enable repeated and reproducible trust in the 
development and implementation of health AI systems. This is not simply an outcome of technological advancement. 
Beyond individual interactions, trustworthiness concerns the ongoing reliability of systems and practices, processes that 
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must align with the interests and expectations of those affected [55]. The design and development of health AI systems 
should therefore ensure that these technologies serve the collective interests of the communities they are intended to sup-
port, while upholding individuals’ rights, dignity, and self-determination. This demands research and governance practices 
that are responsive to public expectations of fairness, transparency, and respect for human rights.

Trustworthiness thus plays a crucial role in advancing equity in health data-AI. For these systems to be fair and socially 
acceptable, they must be developed and implemented in ways that actively recognize and address structural inequal-
ities. Here, trustworthiness entails more than technical reliability: it requires a commitment to inclusivity, transparency, 
and responsiveness to the needs of historically marginalized or underserved groups [8,56]. This is particularly critical for 
addressing biases in AI systems, which can skew healthcare outcomes and disproportionately affect marginalized pop-
ulations [57]. For example, an AI model trained primarily on data from affluent, urban populations may produce biased 
outcomes for rural or minority communities. Without deliberate efforts to ensure data diversity, meaningful stakeholder 
engagement, and accountability throughout development and implementation, such systems risk reinforcing disparities 
rather than alleviating them.

Preventing these biases requires embedding fairness throughout design, development, and deployment. Concrete 
strategies include systematically auditing datasets for bias, ensuring that ethnicity and other demographic variables are 
accurately recorded and represented, and meaningfully including ethnic minority groups in clinical trials that generate 
training data [57]. Such measures help ensure that AI systems promote equitable access to healthcare and support fair 
treatment for all individuals, regardless of their background or identity. Equitable access also demands that decision- 
support systems for complex or chronic conditions do not inadvertently disadvantage certain groups.

Establishing accountability through transparency

The integration of AI into healthcare has the potential to transform care delivery, offering benefits such as improved 
diagnosis, personalized treatment, and more efficient health services. Yet these advances are accompanied by significant 
risks, particularly concerning privacy, data security, and confidentiality. While surveillance in health AI research enables 
the large-scale collection of data that drives innovation, it also raises critical concerns about the protection of sensitive 
information and the potential for misuse or exploitation.

Given these risks, fostering transparency and ensuring appropriate accountability are paramount, particularly in light 
of the often opaque surveillance practices embedded in digital health technologies. Surveillance in this context typically 
involves the continuous, large-scale collection and analysis of personal health data, often without individuals being fully 
aware of the extent or implications of such monitoring. The complexity and opacity of health AI systems, especially those 
relying on vast datasets and advanced techniques such as predictive analytics and behavioural modelling, further com-
plicate this need. For example, remote patient monitoring tools may capture not only clinically relevant data, such as 
blood pressure, but also behavioural information like daily activity or sleep patterns. These data can be silently fed into 
algorithms that predict health risks. As health data-AI increasingly drives preventive research and innovation, governance 
must explicitly address the expansion of data use beyond its original purpose and the normalization of constant monitoring 
through ostensibly benign health technologies.

Without clear communication about what data are collected, how they are processed, and for what purposes they 
are used, individuals cannot properly assess the consequences of their participation [58]. Transparency thus becomes 
essential to ensure that healthcare institutions and private entities deploying AI systems can be held accountable for their 
impacts on privacy, autonomy, and the broader well-being of affected communities [35]. It is therefore a crucial mecha-
nism for revealing and scrutinizing how surveillance operates and for empowering individuals to make informed decisions 
about their participation.

Making these practices visible is essential for safeguarding privacy, preventing discrimination, and ensuring that digital 
health innovations genuinely serve the public good. The successful integration of health AI systems depends on balancing 
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their potential benefits with the specific risks posed by surveillance practices. This requires a strong commitment to trans-
parency, not only to ensure system effectiveness, but to clarify responsibilities for data collection, processing, and second-
ary use [59], all of which must remain open to public scrutiny.

These challenges underscore the importance of broad societal involvement in shaping the ethical frameworks and 
governance of health data-AI research. Regulatory initiatives have already laid important foundations by emphasizing 
transparency, accountability, and human oversight. Yet the ongoing development and implementation of AI systems must 
continue to be guided by collective agreements that genuinely reflect social values and serve the public good [60–62]. In 
this sense, accountability enables society to exert meaningful influence over technological development, ensuring that 
health AI upholds ethical principles and promotes public interests.

Public control and oversight

Strenghtening public control and oversight underscores the need for meaningful influence in health AI governance. These 
aims are closely interlinked, particularly when balancing individual autonomy with broader societal involvement in data 
use for health AI development. While autonomy remains a critical ethical concern, the emphasis should extend beyond 
personal freedoms to include public oversight. Such oversight helps ensure social licence, fostering responsiveness to the 
needs of stakeholders whose voices might otherwise be marginalized.

Public structures that facilitate interaction between scientists, users, and policymakers are essential for achieving this 
balance. These structures should enable meaningful dialogue among a wide range of stakeholders, including affected 
communities, publics, scientific experts, policy-makers, and political decision-makers, through platforms that move beyond 
a narrow focus on individual autonomy to address collective demands, societal values and expectations, and public inter-
ests. Micro-level forms of control, such as specific informed consent as well as local ethical oversight and review, are often 
ill-suited to addressing the wider social impacts of surveillance practices reinforced by health data-AI research.

Such surveillance can produce subtle but far-reaching effects. Predictive algorithms might categorise individuals as ‘at 
risk’ of certain diseases based on behavioural or genetic profiles, leading to potential discrimination by insurers or employ-
ers. Similarly, remote monitoring devices designed for preventive care may continuously track lifestyle behaviours, such 
as physical activity, diet, or sleep, without individuals fully understanding how this information might be used for profiling 
or rationing healthcare. Here, the harm extends beyond breaches of privacy: it reshapes social relations, reinforces health 
inequities, and alters access to essential services.

Addressing these systemic effects demands oversight mechanisms capable of responding to the collective implications 
of surveillance. Recognizing that these effects are shaped by political as well as technical decisions, deliberation among 
stakeholders must critically engage with the broader social and political contexts in which the development and implemen-
tation of these systems are situated. Public oversight mechanisms are needed to ensure that health data use remains 
publicly acceptable and aligned with stakeholder values. Such structures enable ongoing scrutiny and collective  
decision-making, ensuring that data practices for health AI development reflect broader societal priorities rather than 
institutional or commercial interests alone. They provide both oversight and practical mechanisms that foster public control 
and protect the interests of communities and publics [55].

Recommendations for governance of health data-AI surveillance

Building on the relational understanding of trust, community advisory panels can help translate principles for trustworthi-
ness into practice. To counteract hypercollection and function creep, such participatory structures enable sustained delib-
eration between researchers, developers, and community representatives, ensuring that public concerns shape decisions 
around data use, algorithmic design, and the visibility of data collection. For instance, research and innovation initiatives 
could employ community advisory panels to co-design transparency and communication strategies for AI diagnostic tools, 
demonstrating how trust can be built through visible and repeatable engagement.
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Another way to operationalize reproducible trust is through independent review boards, such as ethics or equity boards, 
that conduct ongoing reviews of fairness and bias in AI systems. These boards can integrate algorithmic impact assess-
ments throughout research lifecycles to monitor and address emerging equity risks, ensuring that trustworthiness remains 
a continuous and verifiable process rather than a static attribute. By doing so, they counteract the informational power 
held by data managers and commercial actors, redistributing epistemic authority back to patients and practitioners.

Profiling and hypervisibility require targeted governance mechanisms to mitigate bias, inequity, and stigmatization. 
Developers and researchers can adopt a data-AI justice framework that embeds fairness and inclusivity at the design 
stage. This involves systematic auditing of datasets for demographic bias, validation with affected groups, and transparent 
documentation of data provenance. In addition, initiatives could pilot data-AI dialogues with underrepresented communi-
ties to co-design metadata and ensure that local health realities are reflected in data infrastructures, and that data are not 
repurposed beyond the scope of consent.

Accessible transparency dashboards that report AI performance across demographic groups can sustain public con-
fidence, making algorithmic risk stratifications and real-time AI monitoring visible and contestable, restoring participant 
awareness and agency in contexts where surveillance is otherwise invisible. Together, these measures help ensure that 
fairness and equity are not abstract aspirations but lived realities within evolving health AI systems. Transparency can be 
further strengthened through public AI portals, digital platforms that allow people to see what data are collected, how algo-
rithms function, and who is accountable for their outcomes. In light of the unobtrusive and pervasive monitoring inherent 
in AI-driven health systems, such portals could explain the purpose, data sources, and decision logic behind AI systems in 
health services, provide simplified descriptions of AI models, publish regular performance audits, and include accessible 
channels for questions or complaints.

Translating accountability through transparency into practice requires visible and sustainable accountability mecha-
nisms. One effective approach is the establishment of stewardship committees comprising researchers, patient represen-
tatives, and civil society members who review data-sharing practices, secondary data use, and algorithmic development 
decisions across the network, ensuring coherence in a distributed system. These committees can conduct multi- 
stakeholder reviews of research proposals, ensuring that innovation proceeds within clearly defined and publicly legitimate 
boundaries.

Participatory models such as accountability assemblies or juries, which deliberate on the ethical and social implications 
of health data-AI surveillance, can also strengthen institutional accountability [63]. These forums provide structured oppor-
tunities for communities and publics to question data practices, review audit results, and co-create principles for accept-
able data use, thereby directly addressing the risks posed by stratified surveillance, fostering informed public influence 
over AI governance.

Public control on the surveillant assemblage, where data circulate across distributed actors and institutions, can be 
further institutionalized through independent oversight bodies that combine professional expertise and lived experience, 
moving beyond consultation towards co-decision-making and giving communities real influence over how data are used 
and algorithms validated in alignment with public values. To complement consent-based mechanisms and local review, 
wider citizen assemblies can be convened to deliberate key governance questions, such as data sharing with industry. By 
integrating public reasoning into technical decision-making, these assemblies enable publics to weigh societal trade-offs 
collectively and ensure that data and AI innovation evolves within democratically negotiated boundaries. In addition, open 
oversight cycles, consisting of periodic public reviews in which oversight bodies publish plain-language reports on how 
data are used, shared, and governed, can further reinforce accountability.

Ultimately, effective public control depends on layered, participatory structures that connect everyday governance with 
strategic oversight. Combining community advisory panels, independent review boards and oversight bodies, data-AI 
justice frameworks and dialogues, transparency dashboards and public AI portals, stewardship committees, accountability 
assemblies, and open oversight cycles enables public influence to operate across everyday data-AI practices, strategic 
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oversight, and broader policy decisions. These structures ensure that trust, equity, and accountability are co-produced in 
practice, rather than imposed externally, and that the ethical challenges of pervasive, hypercollected, and algorithmically 
mediated health surveillance are directly addressed.

Conclusion

The surveillance induced by health data-AI research entails implications of pervasiveness and unobtrusiveness, hypercol-
lection and function creep, hypervisibility and profiling, informational power, and the formation of a surveillant assemblage. 
While the safeguards and measures implemented by the Hypermarker project address many of the ethical and social 
issues arising from these dynamics, they also expose several persistent challenges for responsible surveillance practices 
in health data-AI research. Strengthening trustworthiness through fairness and equity, ensuring accountability through 
transparency, and fostering public control and oversight emerge as key governance challenges. To this end, mechanisms 
such as community advisory panels, independent review boards and oversight bodies, data-AI justice frameworks and 
dialogues, transparency dashboards and public AI portals, stewardship committees, accountability assemblies, and open 
oversight cycles play an essential role in advancing responsible surveillance practices in health data-AI research.

Acknowledgments

This work was conducted as part of the Hypermarker consortium. The authors gratefully acknowledge the support and col-
laboration provided by the consortium partners throughout the course of this research.

Author contributions

Conceptualization: Sam H. A. Muller, Johannes J. M. van Delden.

Funding acquisition: Sam H. A. Muller, Ghislaine J. M. W. van Thiel.

Project administration: Johannes J. M. van Delden.

Supervision: Johannes J. M. van Delden, Ghislaine J. M. W. van Thiel.

Writing – original draft: Sam H. A. Muller.

Writing – review & editing: Johannes J. M. van Delden, Ghislaine J. M. W. van Thiel.

References
	1.	 Blasimme A, Fadda M, Schneider M, Vayena E. Data sharing for precision medicine: policy lessons and future directions. Health Aff (Millwood). 

2018;37(5):702–9. https://doi.org/10.1377/hlthaff.2017.1558 PMID: 29733719

	2.	 van Baalen S, Boon M, Verhoef P. From clinical decision support to clinical reasoning support systems. J Eval Clin Pract. 2021;27(3):520–8. https://
doi.org/10.1111/jep.13541 PMID: 33554432

	3.	 Heyen NB, Salloch S. The ethics of machine learning-based clinical decision support: an analysis through the lens of professionalisation theory. 
BMC Med Ethics. 2021;22(1):112. https://doi.org/10.1186/s12910-021-00679-3 PMID: 34412649

	4.	 Metzler I. Biomarkers and their consequences for the biomedical profession: a social science perspective. Per Med. 2010;7(4):407–20. https://doi.
org/10.2217/pme.10.41 PMID: 29788645

	5.	 Hofmann B. “My Biomarkers Are Fine, Thank You”: on the biomarkerization of modern medicine. J Gen Intern Med. 2025;40(2):453–7. https://doi.
org/10.1007/s11606-024-09019-8 PMID: 39322866

	6.	 Lyon D. Surveillance studies: an overview. Cambridge, UK: Polity Press: 2007.

	7.	 Cartolovni A, Tomicic A, Lazic Mosler E. Ethical, legal, and social considerations of AI-based medical decision-support tools: a scoping review. Int J 
Med Inform. 2022;161:104738. https://doi.org/10.1016/j.ijmedinf.2022.104738 PMID: 35299098

	8.	 Nong P, El-Azab S. Hypervisibility, surveillance, and bounded justice through data-driven health equity efforts. Am J Bioeth. 2023;23(7):115–7. 
https://doi.org/10.1080/15265161.2023.2207516 PMID: 37339315

	9.	 Saheb T. “Ethically contentious aspects of artificial intelligence surveillance: a social science perspective”. AI Ethics. 2023;3(2):369–79. https://doi.
org/10.1007/s43681-022-00196-y PMID: 35874304

https://doi.org/10.1377/hlthaff.2017.1558
http://www.ncbi.nlm.nih.gov/pubmed/29733719
https://doi.org/10.1111/jep.13541
https://doi.org/10.1111/jep.13541
http://www.ncbi.nlm.nih.gov/pubmed/33554432
https://doi.org/10.1186/s12910-021-00679-3
http://www.ncbi.nlm.nih.gov/pubmed/34412649
https://doi.org/10.2217/pme.10.41
https://doi.org/10.2217/pme.10.41
http://www.ncbi.nlm.nih.gov/pubmed/29788645
https://doi.org/10.1007/s11606-024-09019-8
https://doi.org/10.1007/s11606-024-09019-8
http://www.ncbi.nlm.nih.gov/pubmed/39322866
https://doi.org/10.1016/j.ijmedinf.2022.104738
http://www.ncbi.nlm.nih.gov/pubmed/35299098
https://doi.org/10.1080/15265161.2023.2207516
http://www.ncbi.nlm.nih.gov/pubmed/37339315
https://doi.org/10.1007/s43681-022-00196-y
https://doi.org/10.1007/s43681-022-00196-y
http://www.ncbi.nlm.nih.gov/pubmed/35874304


PLOS Digital Health | https://doi.org/10.1371/journal.pdig.0001146  December 29, 2025 15 / 16

	10.	 Lorenz L, Van Erp J, Meijer A. Machine-learning algorithms in regulatory practice. TechReg. 2022;2022:1–11. https://doi.org/10.71265/hznjkw26

	11.	 Amicelle A. Big data surveillance across fields: algorithmic governance for policing & regulation. Big Data & Society. 2022;9(2). https://doi.
org/10.1177/20539517221112431

	12.	 Morley J, Machado CCV, Burr C, Cowls J, Joshi I, Taddeo M, et al. The ethics of AI in health care: a mapping review. Soc Sci Med. 
2020;260:113172. https://doi.org/10.1016/j.socscimed.2020.113172 PMID: 32702587

	13.	 Tretter M, Ott T, Dabrock P. AI-produced certainties in health care: current and future challenges. AI Ethics. 2023;5(1):497–506. https://doi.
org/10.1007/s43681-023-00374-6

	14.	 Gilbert GL, Degeling C, Johnson J. Communicable disease surveillance ethics in the age of big data and new technology. Asian Bioeth Rev. 
2019;11:173–87. https://doi.org/10.1007/S41649-019-00087-1

	15.	 Hypermarker: research. Accessed 2024 October 25. https://www.hypermarker.eu/research

	16.	 Armstrong D. The rise of surveillance medicine. Sociol Health Illness. 1995;17(3):393–404. https://doi.org/10.1111/1467-9566.ep10933329

	17.	 Bauer S, Olsén JE. Observing the others, watching over oneself: themes of medical surveillance in post-panoptic society. Surveill Soc. 
2009;6(2):116–27. https://doi.org/10.24908/ss.v6i2.3252

	18.	 Lupton D. Critical perspectives on digital health technologies. Sociol Comp. 2014;8(12):1344–59. https://doi.org/10.1111/soc4.12226

	19.	 Samerski S. Individuals on alert: digital epidemiology and the individualization of surveillance. Life Sci Soc Policy. 2018;14(1):13. https://doi.
org/10.1186/s40504-018-0076-z PMID: 29900518

	20.	 WHO. WHO guidelines on ethical issues in public health surveillance. Geneva: World Health Organization; 2017. https://www.who.int/publications/i/
item/9789241512657

	21.	 Lee LM, Thacker SB. Public health surveillance and knowing about health in the context of growing sources of health data. Am J Prev Med. 
2011;41(6):636–40. https://doi.org/10.1016/j.amepre.2011.08.015 PMID: 22099242

	22.	 Salerno J, Coughlin SS, Goodman KW, Hlaing WM. Current ethical and social issues in epidemiology. Ann Epidemiol. 2023;80:37–42. https://doi.
org/10.1016/j.annepidem.2023.02.001 PMID: 36758845

	23.	 Mittelstadt BD, Floridi L. The ethics of biomedical big data. Springer International Publishing; 2016. https://doi.org/10.1007/978-3-319-33525-4

	24.	 Declich S, Carter AO. Public health surveillance: historical origins, methods and evaluation. Bull World Health Organ. 1994;72(2):285–304. PMID: 
8205649

	25.	 Karczewski KJ, Snyder MP. Integrative omics for health and disease. Nat Rev Genet. 2018;19(5):299–310. https://doi.org/10.1038/nrg.2018.4 
PMID: 29479082

	26.	 Fairchild AL, Haghdoost AA, Bayer R, Selgelid MJ, Dawson A, Saxena A, et al. Ethics of public health surveillance: new guidelines. Lancet Public 
Health. 2017;2(8):e348–9. https://doi.org/10.1016/S2468-2667(17)30136-6 PMID: 29253471

	27.	 Rosa C, Marsch LA, Winstanley EL, Brunner M, Campbell ANC. Using digital technologies in clinical trials: current and future applications. Con-
temp Clin Trials. 2021;100:106219. https://doi.org/10.1016/j.cct.2020.106219 PMID: 33212293

	28.	 Rothstein MA. Big data, surveillance capitalism, and precision medicine: challenges for privacy. J Law Med Ethics. 2021;49(4):666–76. https://doi.
org/10.1017/jme.2021.91 PMID: 35006048

	29.	 Sharon T. Self-tracking for health and the quantified self: re-articulating autonomy, solidarity, and authenticity in an age of personalized healthcare. 
Philos Technol. 2016;30(1):93–121. https://doi.org/10.1007/s13347-016-0215-5

	30.	 Lupton D. The digitally engaged patient: self-monitoring and self-care in the digital health era. Soc Theory Health. 2013;11(3):256–70. https://doi.
org/10.1057/sth.2013.10

	31.	 Prainsack B. Personalized medicine. New York, NY: New York University Press; 2017.

	32.	 Horgan D, Borisch B, Cattaneo I, Caulfield M, Chiti A, Chomienne C, et al. Factors affecting citizen trust and public engagement relating to the 
generation and use of real-world evidence in healthcare. Int J Environ Res Public Health. 2022;19(3):1674. https://doi.org/10.3390/ijerph19031674 
PMID: 35162696

	33.	 Seid M, Hartley DM, Margolis PA. A science of collaborative learning health systems. Learn Health Syst. 2021;5(3):e10278. https://doi.org/10.1002/
lrh2.10278 PMID: 34277944

	34.	 Lyon D. Surveillance. Internet Pol Rev. 2022;11(4). https://doi.org/10.14763/2022.4.1673

	35.	 Kamphorst BA, Henschke A. Public health measures and the rise of incidental surveillance: considerations about private informational power and 
accountability. Ethics Inf Technol. 2023;25(4). https://doi.org/10.1007/s10676-023-09732-8

	36.	 Ashley EA. Towards precision medicine. Nat Rev Genet. 2016;17(9):507–22. https://doi.org/10.1038/nrg.2016.86 PMID: 27528417

	37.	 ICH E6 (R3) guideline for good clinical practice (GCP). Amsterdam, the Netherlands: European Medicines Agency; 2025. https://www.ema.europa.
eu/en/ich-e6-good-clinical-practice-scientific-guideline#ich-e6r3-principles-and-annex-1-current-version-effective-from-23-july-2025-8264

	38.	 WMA declaration of Helsinki – ethical principles for medical research involving human participants. Helsinki, Finland: WMA; 2024. https://www.
wma.net/policies-post/wma-declaration-of-helsinki/

	39.	 European Commission Independent High-Level Expert Group on AI. Ethics guidelines for trustworthy AI. 2019. https://digital-strategy.ec.europa.eu/
en/library/ethics-guidelines-trustworthy-ai

https://doi.org/10.71265/hznjkw26
https://doi.org/10.1177/20539517221112431
https://doi.org/10.1177/20539517221112431
https://doi.org/10.1016/j.socscimed.2020.113172
http://www.ncbi.nlm.nih.gov/pubmed/32702587
https://doi.org/10.1007/s43681-023-00374-6
https://doi.org/10.1007/s43681-023-00374-6
https://doi.org/10.1007/S41649-019-00087-1
https://www.hypermarker.eu/research
https://doi.org/10.1111/1467-9566.ep10933329
https://doi.org/10.24908/ss.v6i2.3252
https://doi.org/10.1111/soc4.12226
https://doi.org/10.1186/s40504-018-0076-z
https://doi.org/10.1186/s40504-018-0076-z
http://www.ncbi.nlm.nih.gov/pubmed/29900518
https://www.who.int/publications/i/item/9789241512657
https://www.who.int/publications/i/item/9789241512657
https://doi.org/10.1016/j.amepre.2011.08.015
http://www.ncbi.nlm.nih.gov/pubmed/22099242
https://doi.org/10.1016/j.annepidem.2023.02.001
https://doi.org/10.1016/j.annepidem.2023.02.001
http://www.ncbi.nlm.nih.gov/pubmed/36758845
https://doi.org/10.1007/978-3-319-33525-4
http://www.ncbi.nlm.nih.gov/pubmed/8205649
https://doi.org/10.1038/nrg.2018.4
http://www.ncbi.nlm.nih.gov/pubmed/29479082
https://doi.org/10.1016/S2468-2667(17)30136-6
http://www.ncbi.nlm.nih.gov/pubmed/29253471
https://doi.org/10.1016/j.cct.2020.106219
http://www.ncbi.nlm.nih.gov/pubmed/33212293
https://doi.org/10.1017/jme.2021.91
https://doi.org/10.1017/jme.2021.91
http://www.ncbi.nlm.nih.gov/pubmed/35006048
https://doi.org/10.1007/s13347-016-0215-5
https://doi.org/10.1057/sth.2013.10
https://doi.org/10.1057/sth.2013.10
https://doi.org/10.3390/ijerph19031674
http://www.ncbi.nlm.nih.gov/pubmed/35162696
https://doi.org/10.1002/lrh2.10278
https://doi.org/10.1002/lrh2.10278
http://www.ncbi.nlm.nih.gov/pubmed/34277944
https://doi.org/10.14763/2022.4.1673
https://doi.org/10.1007/s10676-023-09732-8
https://doi.org/10.1038/nrg.2016.86
http://www.ncbi.nlm.nih.gov/pubmed/27528417
https://www.ema.europa.eu/en/ich-e6-good-clinical-practice-scientific-guideline#ich-e6r3-principles-and-annex-1-current-version-effective-from-23-july-2025-8264
https://www.ema.europa.eu/en/ich-e6-good-clinical-practice-scientific-guideline#ich-e6r3-principles-and-annex-1-current-version-effective-from-23-july-2025-8264
https://www.wma.net/policies-post/wma-declaration-of-helsinki/
https://www.wma.net/policies-post/wma-declaration-of-helsinki/
https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai
https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai


PLOS Digital Health | https://doi.org/10.1371/journal.pdig.0001146  December 29, 2025 16 / 16

	40.	 European Commission Independent High-Level Expert Group on AI. Assessment List for Trustworthy Artificial Intelligence (ALTAI) for Self- 
Assessment. https://doi.org/10.2759/791819

	41.	 Johnson KN, Reyes CL. Exploring the implications of artificial intelligence. J Internat Comp Law. 2021;8:315–32.

	42.	 Moons KGM, Altman DG, Reitsma JB, Ioannidis JPA, Macaskill P, Steyerberg EW, et al. Transparent reporting of a multivariable prediction model 
for individual prognosis or diagnosis (TRIPOD): explanation and elaboration. Ann Intern Med. 2015;162(1):W1-73. https://doi.org/10.7326/M14-
0698 PMID: 25560730

	43.	 Vasey B, Nagendran M, Campbell B, Clifton DA, Collins GS, Denaxas S, et al. Reporting guideline for the early-stage clinical evaluation of decision 
support systems driven by artificial intelligence: DECIDE-AI. Nat Med. 2022;28(5):924–33. https://doi.org/10.1038/s41591-022-01772-9 PMID: 
35585198

	44.	 Sounderajah V, Ashrafian H, Aggarwal R, De Fauw J, Denniston AK, Greaves F, et al. Developing specific reporting guidelines for diagnostic accu-
racy studies assessing AI interventions: the STARD-AI steering group. Nat Med. 2020;26(6):807–8. https://doi.org/10.1038/s41591-020-0941-1 
PMID: 32514173

	45.	 International Bioethics Commitee. Report of the IBC on big data and health. 2017. https://unesdoc.unesco.org/ark:/48223/pf0000248724_fre

	46.	 Aaen J, Nielsen JA, Carugati A. The dark side of data ecosystems: a longitudinal study of the DAMD project. Euro J Inform Syst. 2021;31(3):288–
312. https://doi.org/10.1080/0960085x.2021.1947753

	47.	 Rich E, Miah A. Understanding digital health as public pedagogy: a critical framework. Societies. 2014;4(2):296–315. https://doi.org/10.3390/
soc4020296

	48.	 Hildebrandt M, Koops B. The challenges of ambient law and legal protection in the profiling era. Modern Law Rev. 2010;73(3):428–60. https://doi.
org/10.1111/j.1468-2230.2010.00806.x

	49.	 Ferraris V, Bosco F, D’angelo E. The impact of profiling on fundamental rights. SSRN Journal. 2013. https://doi.org/10.2139/ssrn.2366753

	50.	 Cuschieri S. The STROBE guidelines. Saudi J Anaesth. 2019;13(Suppl 1):S31–4. https://doi.org/10.4103/sja.SJA_543_18 PMID: 30930717

	51.	 Meijer A, Grimmelikhuijsen S. Responsible and accountable algorithmization: how to generate citizen trust in governmental usage of algorithms. In: 
Schuilenburg M, Peeters R, eds. The algorithmic society. Routledge; 2020.

	52.	 Caluya G. The post-panoptic society? Reassessing foucault in surveillance studies. Social Identities. 2010;16(5):621–33. https://doi.org/10.1080/13
504630.2010.509565

	53.	 Aitken M, Cunningham-Burley S, Pagliari C. Moving from trust to trustworthiness: experiences of public engagement in the Scottish health infor-
matics programme. Sci Public Policy. 2016;43(5):713–23. https://doi.org/10.1093/scipol/scv075 PMID: 28066123

	54.	 NHS D. AI knowledge repository. Accessed 2025 October 24. https://digital.nhs.uk/services/ai-knowledge-repository

	55.	 Muller SHA, Kalkman S, van Thiel GJMW, Mostert M, van Delden JJM. The social licence for data-intensive health research: towards co-creation, 
public value and trust. BMC Med Ethics. 2021;22(1):110. https://doi.org/10.1186/s12910-021-00677-5 PMID: 34376204

	56.	 Andrus M, Villeneuve S. Demographic-reliant algorithmic fairness: characterizing the risks of demographic data collection in the pursuit of fairness. 
In: 2022 ACM conference on fairness accountability and transparency, 2022. 1709–21. https://doi.org/10.1145/3531146.3533226

	57.	 Haider SA, Borna S, Gomez-Cabello CA, Pressman SM, Haider CR, Forte AJ. The algorithmic divide: a systematic review on ai-driven racial dis-
parities in healthcare. J Racial Ethn Health Disparities. 2024. https://doi.org/10.1007/s40615-024-02237-0 PMID: 39695057

	58.	 Buchbinder M, Juengst E, Rennie S, Blue C, Rosen DL. Advancing a data justice framework for public health surveillance. AJOB Empir Bioeth. 
2022;13(3):205–13. https://doi.org/10.1080/23294515.2022.2063997 PMID: 35442141

	59.	 Muller SHA, van Rijssel TI, van Thiel GJMW, Hypermarker Consortium, Trials@Home Consortium. Diffused responsibilities in technology-driven 
health research: the case of artificial intelligence systems in decentralized clinical trials. Drug Discov Today. 2025;30(2):104309. https://doi.
org/10.1016/j.drudis.2025.104309 PMID: 39912129

	60.	 Rahwan I. Society-in-the-loop: programming the algorithmic social contract. Ethics Inf Technol. 2017;20(1):5–14. https://doi.org/10.1007/
s10676-017-9430-8

	61.	 Gilbert S. The EU passes the AI act and its implications for digital medicine are unclear. NPJ Digit Med. 2024;7(1):135. https://doi.org/10.1038/
s41746-024-01116-6 PMID: 38778162

	62.	 Ho CW-L, Caals K. How the EU AI act seeks to establish an epistemic environment of trust. Asian Bioeth Rev. 2024;16(3):345–72. https://doi.
org/10.1007/s41649-024-00304-6

	63.	 Muller SHA, Mostert M, van Delden JJ, Schillemans T, van Thiel GJ. Learning accountable governance: challenges and perspectives for data- 
intensive health research networks. Big Data Soc. 2022;9(2). https://doi.org/10.1177/20539517221136078

https://doi.org/10.2759/791819
https://doi.org/10.7326/M14-0698
https://doi.org/10.7326/M14-0698
http://www.ncbi.nlm.nih.gov/pubmed/25560730
https://doi.org/10.1038/s41591-022-01772-9
http://www.ncbi.nlm.nih.gov/pubmed/35585198
https://doi.org/10.1038/s41591-020-0941-1
http://www.ncbi.nlm.nih.gov/pubmed/32514173
https://unesdoc.unesco.org/ark:/48223/pf0000248724_fre
https://doi.org/10.1080/0960085x.2021.1947753
https://doi.org/10.3390/soc4020296
https://doi.org/10.3390/soc4020296
https://doi.org/10.1111/j.1468-2230.2010.00806.x
https://doi.org/10.1111/j.1468-2230.2010.00806.x
https://doi.org/10.2139/ssrn.2366753
https://doi.org/10.4103/sja.SJA_543_18
http://www.ncbi.nlm.nih.gov/pubmed/30930717
https://doi.org/10.1080/13504630.2010.509565
https://doi.org/10.1080/13504630.2010.509565
https://doi.org/10.1093/scipol/scv075
http://www.ncbi.nlm.nih.gov/pubmed/28066123
https://digital.nhs.uk/services/ai-knowledge-repository
https://doi.org/10.1186/s12910-021-00677-5
http://www.ncbi.nlm.nih.gov/pubmed/34376204
https://doi.org/10.1145/3531146.3533226
https://doi.org/10.1007/s40615-024-02237-0
http://www.ncbi.nlm.nih.gov/pubmed/39695057
https://doi.org/10.1080/23294515.2022.2063997
http://www.ncbi.nlm.nih.gov/pubmed/35442141
https://doi.org/10.1016/j.drudis.2025.104309
https://doi.org/10.1016/j.drudis.2025.104309
http://www.ncbi.nlm.nih.gov/pubmed/39912129
https://doi.org/10.1007/s10676-017-9430-8
https://doi.org/10.1007/s10676-017-9430-8
https://doi.org/10.1038/s41746-024-01116-6
https://doi.org/10.1038/s41746-024-01116-6
http://www.ncbi.nlm.nih.gov/pubmed/38778162
https://doi.org/10.1007/s41649-024-00304-6
https://doi.org/10.1007/s41649-024-00304-6
https://doi.org/10.1177/20539517221136078

