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Abstract

Large language models (LLMs) can be used to estimate human attitudes and behavior,

including measures of public opinion, a concept referred to as algorithmic fidelity. This study

assesses the algorithmic fidelity and bias of LLMs in estimating public opinion about global

warming. LLMs were conditioned on demographics and/or psychological covariates to simu-

late survey responses. Findings indicate that LLMs can effectively reproduce presidential

voting behaviors but not global warming opinions unless the issue relevant covariates are

included. When conditioned on both demographic and covariates, GPT-4 demonstrates

improved accuracy, ranging from 53% to 91%, in predicting beliefs and attitudes about

global warming. Additionally, we find an algorithmic bias that underestimates the global

warming opinions of Black Americans. While highlighting the potential of LLMs to aid social

science research, these results underscore the importance of conditioning, model selection,

survey question format, and bias assessment when employing LLMs for survey simulation.

Introduction

Public opinion on global warming influences policy-making decisions [1] and public behavior

[2]. Scholars and policymakers typically use representative surveys to measure and understand

public opinion [3]. While surveys are essential tools for understanding public opinion about

global warming, their resource-intensive nature often limits the depth and inclusivity of analy-

sis, potentially resulting in biases toward majority views and neglecting minority perspectives.

Moreover, the scarcity of resources makes it challenging to encompass all practically signifi-

cant variables in a single survey, limiting our grasp of the connections among diverse factors

influencing public opinions on global warming.

Large Language Models (LLMs) like GPT have the potential to complement traditional sur-

vey methods by simulating survey responses with fewer resources and augmenting data from

underrepresented sub-populations. Moreover, unlike conventional predictive methods, such
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as regression models that depend solely on numeric data, LLMs excel in integrating semantic

information (e.g., semantic information in a survey question). This unique ability is particu-

larly advantageous in generating responses for untested global warming survey questions,

thereby potentially complementing public opinion datasets [4]. However, these potentials of

LLMs hinge upon their ability to accurately estimate public opinion on global warming. As an

initial assessment, this study investigates the extent to which LLMs can accurately emulate and

reflect multiple dimensions of public opinion about global warming.

LLMs have demonstrated significant potential for contributing to social science research. A

recent development lies in their capacity to accurately replicate the perceptions, viewpoints,

and behavior of the general population or specific subgroups, termed algorithmic fidelity [5].

Algorithmic fidelity refers to the extent to which LLMs’ intricate web of connections among

ideas, attitudes, and sociocultural contexts accurately reflects those found in various human

subgroups [5]. By training on an extensive corpus of human-generated data that includes

human perceptions and behaviors, LLMs may possess the capability to simulate diverse facets

of public opinion.

Recent studies have yielded promising results. For instance, Argyle and colleagues found

strikingly high correlations in voting behaviors during presidential elections between human

samples and silicon samples derived from LLMs [5]. Silicon samples refer to samples synthe-

sized by LLMs conditioned to thousands of sociodemographic backstories sourced from real

human participants in surveys [5]. Similarly, Hwang and colleagues found that LLMs were

able to accurately reflect public opinions on diverse political issues, including gun control, gen-

der perspectives, economic inequality, trust in science, and so forth [6]. However, the majority

of these studies have focused on the political domain, particularly presidential elections and

support for political issues.

It remains uncertain whether LLMs can accurately represent public beliefs and attitudes

about other important social issues, such as global warming. Global warming perceptions dif-

fer from political opinions in that, while both are subjective, climate change itself is grounded

in scientific fact. Given this distinction, LLMs might perform differently when predicting pub-

lic perspectives on global warming. LLMs are engineered to prioritize factual correctness

through extensive training and alignment processes [7]. This focus on correctness could limit

LLMs’ ability to reflect the varied and sometimes erroneous human perspectives on global

warming.

Algorithmic fidelity in Large Language Models (LLMs) is influenced by input conditioning

and model choice. Accurately reflecting public opinion on global warming requires LLMs to

be conditioned with detailed demographics and specific covariates to gain a more accurate

perspective of individuals. Research shows that LLMs’ predictive accuracy improves when they

incorporate past opinion data, as well as demographics and ideology [6]. Additionally, differ-

ent LLM versions, like GPT-3.5 and GPT-4, vary in their algorithmic fidelity [7–9]. Building

on these studies, we assess algorithmic fidelity under different conditions and models. Specifi-

cally, we compare LLMs conditioned solely on demographics with LLMs conditioned on both

demographics and issue-related covariates. For the sake of simplicity, we categorize political

ideology and party affiliation as demographic variables. Furthermore, we examine the algorith-

mic fidelity of distinct LLM versions: GPT-3.5 and GPT-4.

Public perceptions of global warming are complex. They include, for example, beliefs about

global warming, understanding of its causes, worry about the issue, policy support, behavior,

and more. To gain deeper insights into how well LLMs represent diverse psychological aspects

of global warming, we assess the evaluation metrics (e.g., accuracy, F1) and distribution of

LLM predictions against nationally representative survey responses. A strong performance

shown by evaluation metrics indicates robust algorithmic fidelity, leading to closely matching
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distributions between silicon and survey samples. The study draws on nationally representa-

tive climate change survey data collected in 2017 and 2021 as benchmarks for evaluating the

algorithmic fidelity of LLMs.

Methods

Survey sampling

Two nationally representative survey datasets were collected in October 2017 (N = 1,304) and

September 2021 (N = 1,006). In these surveys, participants were asked to answer multiple ques-

tions related to global warming. These surveys were conducted under an exemption granted

by the Institutional Review Board (IRB) of Yale University (IRB Protocol ID: 2000031972).

Subsets of de-identified datasets were accessed for the purpose of this research on September

18, 2023. For each survey, the researchers obtained a distinct sample from the Ipsos Knowl-

edgePanel, comprising U.S. adults aged 18 and over. This panel, which mirrors the U.S. popu-

lation, was assembled using probability sampling methods. Panel members were recruited

using various techniques, such as random digit dialing and address-based sampling, covering

nearly all residential phone numbers and addresses in the U.S. Participants completed the sur-

vey forms online. Those without internet access were provided with computers and internet

connectivity. Upon joining the Ipsos panel, members are informed that participation in every

survey is voluntary, and that all data are collected and shared with clients in an anonymous

format. Additionally, at the start of the survey, participants were notified that certain questions

will pertain to their political opinions, offering them the option to withdraw if they so choose.

Silicon sample data collection

To generate silicon sample datasets, we used two versions of GPT (GPT-3.5 vs. GPT-4) and

two sets of conditional inputs (demographics only vs. demographics and issue-related covari-

ates). Specifically, silicon samples were generated using GPT-3.5-turbo-16k and GPT-4

through the OpenAI API, setting the temperature at 0.70 based on a prior study [5]. For mod-

els conditioned solely on demographics, we fed demographic information, such as race/ethnic-

ity, gender, age, political ideology, political party affiliation, education, and residential state,

into the models via prompts. Meanwhile, for the models conditioned on both demographics

and covariates, additional covariates such as issue involvement in global warming, interper-

sonal discussions about the topic, and awareness of the scientific consensus, were included

along with demographics. These covariates were selected because they appear commonly in

both waves of the survey and served as important covariates in previous studies [10–13].

We utilized an interview format adapted from Argyle et al. [5] for our prompts (prompt

examples are available in Tables A and B in S1 Text). At the system level, GPTs were instructed

to act as an interviewee, guided by the directive: “You are an interviewee. Based on your previ-

ous answers, respond to the last question.” Subsequently, the simulated interview began. To

establish a clear timeline of survey, the first prompt was phrased as: “Interviewer: What is the

current year and month of this interview? Me: October 2017.” For the 2021 survey, "September

2021" was typed in. After setting the timeline, "Me" responses leading up to the final question

were provided using actual survey data. For instance, regarding race/ethnicity, the prompt was

framed as: “Interviewer: I am going to read you a list of five race categories. What race do you

consider yourself to be? ’White, Non-Hispanic’, ’Black, Non-Hispanic’, ’2+ Races, Non-His-

panic’, ’Hispanic’, or ’Other, Non-Hispanic.’ Me: {race from survey response}.”

The final question is the target, for which GPTs supply an answer. For instance, regarding

global warming beliefs with a binary answer option, it was phrased as, “Interviewer: What do

you think: Do you think that global warming is happening? Would you say ’Yes’, or ’No’?” For
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other target questions about global warming, we provided comprehensive answer options that

matched the survey. For global warming belief with multiple response options, the target ques-

tion was phrased as, “Interviewer: What do you think: Do you think that global warming is

happening? Would you say ’Yes’, ’No’, ’Don’t know’, or ’Refused’ to answer?” For the causation

of global warming, the target question was phrased as, “Interviewer: Assuming global warming

is happening, do you think it is ’Caused mostly by natural changes in the environment’,

’Caused mostly by human activities’, ’Caused by both human activities and natural changes’,

’Neither because global warming isn’t happening’, ’Other (Please specify)’, ’Don’t know’, or

’Refused’ to answer?” For global warming worry, the target question was, phrased as “Inter-

viewer: How worried are you about global warming? Would you say you are ’Not at all wor-

ried’, ’Not very worried’, ’Somewhat worried’, ’Very worried’, or ’Refused’ to answer?”

Occasionally, GPTs generated answers that did not precisely match the listed options. We

manually corrected these hallucinations. For instance, instead of a straightforward ‘Yes,’ GPT

might produce, ‘Yes, I believe global warming is happening.’ Such responses were recoded to

align with the intended options. Any deviations were easily identifiable and adjusted to fit

within the given answer choices.

Survey measurements

Target variables. Global warming belief. To measure belief in global warming, we pro-

vided a brief definition of global warming: “Global warming refers to the idea that the world’s

average temperature has been increasing over the past 150 years, may be increasing more in

the future,” and then asked “Do you believe that global warming is happening?” with three

response options: “No,” “Don’t know,” and “Yes.”

Global warming cause. We used a recoded version of the survey question. Originally, the

survey asked: “Assuming global warming is happening, do you think it is. . .” with five answer

options: “Caused mostly by human activities,” “Caused mostly by natural changes in the envi-

ronment,” “None of the above because global warming isn’t happening,” “Other (Please spec-

ify),” “Refused.” This measure was then recoded to incorporate open-ended responses,

expanding the original five answer choices to seven categories: “Caused mostly by human

activities,” “Caused mostly by natural changes in the environment,” “Caused by human activi-

ties and natural changes,” “Neither because global warming isn’t happening,” “Don’t know,”

“Other (Please specify),” and “Refused.” This recoded version was used in the LLM prompt.

Global warming worry. This was measured with a question asking “How worried are you

about global warming?” with four response options: “Not at all worried,” “Not very worried,”

“Somewhat worried,” and “Very worried.”

Demographics. Demographic details such as race, ethnicity, gender, age, education, and

residential state were provided by Ipsos, based on answers provided when enrolling panel

members. Race and ethnicity used five categories: “White, Non-Hispanic,” “Black, Non-His-

panic,” “Other, Non-Hispanic,” “Hispanic,” and “2+ Races, Non-Hispanic.” Gender included

two categories: “Male,” and “Female.” Age was segmented into four groups: “18–29,” “30–44,”

“45–59,” and “66+.” Education was segmented into four categories: “Less than high school,”

“High school,” “Some college,” “Bachelor’s degree or higher.” Residential state includes 50

states and the District of Columbia of the U.S.

Political ideology. This was measured with a question asking “In general, do you think of

yourself as. . .” with six response options: “Very liberal,” “Somewhat liberal,”, “Moderate, mid-

dle of the road,” “Somewhat conservative,” “Very conservative.”

Political party. We employed a two-step method to gauge political party. First, participants

were asked to identify themselves as “Republican,” “Democrat,” “Independent,” “Other,” or
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“No party/Not interested in politics.” Those who chose “Independent” or “Other” were then

asked a second question: whether they were more aligned with the “Republican party,” “Dem-

ocratic party,” or “Neither.” If participants initially identified as Republican or Democrat, or if

they leaned towards one of these parties in the secondary question, they were categorized

accordingly. Those who answered “Independent” in the first question or “Neither” in the sec-

ond question were categorized into “Independent/Other.” Participants who responded with

“No party/Not interested in politics” were categorized into “No party/Not interested.”

Global warming covariates. Issue involvement in global warming. This was measured

with a question asking “How important is the issue of global warming to you personally?” with

six response options: “Not at all important,” “Not too important,” “Somewhat important,”

“Very important,” “Extremely important,” and “Refused.”

Interpersonal discussion about global warming. This was measured with a question asking

“How often do you discuss global warming with your family and friends?” with five response

options: “Never”, “Rarely”, “Occasionally”, “Often,” and “Refused.”

Awareness of scientific consensus. This was measured with a question asking “Which comes

closest to your own view?” with five response options: “Most scientists think global warming is

not happening”, “There is a lot of disagreement among scientists about whether or not global

warming is happening”, “Most scientists think global warming is happening,” “Don’t know

enough to say,” and “Refused.”

Pilot test. As a pilot test, we assessed LLMs’ algorithmic fidelity in predicting presidential

election voting behaviors to replicate a prior study [5]. We conducted this replication using

our own dataset to explore the extent to which algorithmic fidelity is generalizable across dif-

ferent datasets. Our results largely confirm that LLMs, when conditioned on individual demo-

graphics, can replicate voting behaviors effectively. The detailed information about the pilot

test is presented in S1 Text. Fig A and Table C in S1 Text provides the results of the pilot test.

Results

Algorithmic fidelity of global warming belief: From binary choice to

polynomial choice

We investigated whether LLMs demonstrate a high level of algorithmic fidelity for beliefs in

global warming. As an initial examination, we limited our sample to respondents who

answered either "Yes" or "No" to the question of whether global warming is happening and

constrained GPT models to these binary responses. The average accuracy of GPTs across the

models, conditions, and years was 85% (SD = 3.41), which suggests that GPTs predict the pub-

lics’ belief that global warming is happening with high accuracy.

Accuracy, while an intuitive measure of correct predictions, can be misleading in datasets

with skewed distributions, such as our data on belief that global warming is happening. For

example, if a majority of survey participants respond with "Yes" and GPTs predict all cases as

"Yes," they can still appear highly accurate. To address this issue, we use an additional evalua-

tion metric called a F1 score. A F1 score accounts for both precision (i.e., the proportion of

correct positive predictions among all predictions labeled as positive) and recall (i.e., the pro-

portion of actual positive cases that are correctly identified by the model), providing a balanced

evaluation of data that is unevenly distributed. We assessed the models using a F1 score and a

Macro-Average F1 score (MAF1) which averages F1 scores across answer options.

When conditioned only on demographics, GPT models showed compromised prediction

accuracy, with high F1 scores for "Yes" predictions (F1 range: .91-.92) but low or non-existent

F1 scores for "No" predictions (F1 range: NA-.08). Interestingly, these models seem to assume

a universal belief in global warming, an assumption that does not accurately reflect the
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diversity of real-world viewpoints in the U.S. To enhance the algorithmic fidelity of LLMs, we

introduced additional covariates relevant to global warming, such as issue involvement, inter-

personal discussion about global warming, and awareness of the scientific consensus about

global warming. When GPT-4 was conditioned on both demographics and these additional

covariates, its MAF1 improved from .49 to .82 in the 2017 survey and from unavailable to .85

in 2021. Similarly, under the same conditionings, GPT-3.5’s MAF1 increased from unavailable

to .53 in 2017 and to .65 in 2021.

We then evaluated the effects of adding a third response option, "Don’t know," instead of

limiting GPTs to a simple "Yes/No" decision, mirroring the approach commonly used in pub-

lic opinion surveys. The introduction of an additional response option decreased the accuracy

of both GPTs. The average accuracy across models, conditions, and years dropped to 75%

(SD = 3.70), lower than in binary scenarios. GPTs conditioned only on demographics failed to

generate "No" or "Don’t know" responses, resulting in nonexistent F1 scores for these catego-

ries. GPTs conditioned on both demographics and covariates showed improved performance.

Nevertheless, GPT-4 had more difficulty with "Don’t Know" (2017 F1: .16; 2021 F1: .20) than

"No" (2017 F1: .58; 2021 F1: .60). GPT-3.5 performed poorly with both "No" (2017 F1: .24;

2021 F1: .21) and "Don’t Know" (2017 F1: .32; 2021 F1: .34).

Fig 1 displays the response distributions from survey participants and silicon samples

regarding their belief that global warming is happening, with two (upper panel) and three

(lower panel) response choices. Similar to the binary version, models that were conditioned

solely on demographics with three answer choices overestimated the proportion of individuals

who believe global warming is happening, compared to the actual survey results. When GPTs

were conditioned on both demographics and global warming covariates, response distribu-

tions aligned more with the survey data. The evaluation metrics for binary and multiple choice

are available in Tables D and E in S1 Text, respectively.

Algorithmic fidelity of global warming cause

We then evaluated GPT models’ responses regarding the causes of global warming against sur-

vey participant answers. The survey provided the options “Human,” “Nature,” “Both,” “Global

warming isn’t happening,” among others (labels simplified here, full details in the Methods

section). These options were replicated in our prompts. The average accuracy across GPT

models, conditions, and years was 51% (SD = 7.42). MAF1 scores were not available, as models

failed to produce F1 scores for some answer options, preventing MAF1 calculation.

Fig 2 compares response distributions from the survey and silicon samples regarding global

warming causation. Notably, GPT-4, conditioned only on demographics, greatly overestimates the

number of individuals attributing global warming to human activities compared to GPT-3.5 under

the same conditions. This was unexpected, considering GPT-4’s general superiority in cognitive

tasks. However, adding covariates to demographic conditioning aligns the response distribution

more closely with the survey data. The evaluation metrics are available in Table F in S1 Text.

Algorithmic fidelity of global warming worry: From categorical answers to

ordinal assessment

In the final phase, we asked the GPT models about their estimated level of worry about global

warming. In the survey, this question was structured as an ordinal variable with four distinct

categories: "Very Worried," "Somewhat Worried," "Not Very Worried," and "Not At All Wor-

ried." We incorporated this ordinal scale in the prompts provided to the GPT models. The

average accuracy across models, conditions, and years was 48% (SD = 13.02). GPT-4, condi-

tioned only on demographics, matched survey data poorly (2017 MAF1 = .22, 2021 MAF1 =
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Fig 1. Belief that global warming is happening: Distributional comparison of survey and silicon samples. Note: “Demo Only” represents GPTs are

conditioned solely on demographics and “Demo + Cov” represents GPTs are conditioned on demographics and covariates.

https://doi.org/10.1371/journal.pclm.0000429.g001

Fig 2. Global warming cause: Distributional comparison of survey and silicon samples. Note: “Demo Only” represents GPTs are conditioned solely on

demographics and “Demo + Cov” represents GPTs are conditioned on demographics and covariates.

https://doi.org/10.1371/journal.pclm.0000429.g002
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.22). GPT-3.5 with the same conditioning failed to produce any responses for "Not very wor-

ried" and "Not at all worried," rendering MAF1 unavailable for both years. Adding additional

covariates to demographics improved fidelity, with GPT-4 outperforming GPT-3.5 (2017

MAF1 = .65 and .47; 2021 MAF1 = .54 and .50, respectively).

Fig 3 illustrates how the interplay between conditions and model version impacts algorith-

mic fidelity. Both GPT-4 and GPT-3.5, when conditioned only on demographics, overesti-

mated the number of individuals worried about global warming. Consistent with earlier

findings, GPT-4’s estimations were more extreme compared to GPT-3.5, particularly in over-

representing those "very worried" about global warming. However, GPT-4 conditioned on

both demographics and covariates displayed a response distribution more closely aligned with

survey data than the similarly conditioned GPT-3.5. The evaluation metrics are available in

Table G in S1 Text. Fig B and Table H in S1 Text summarizes the assessment of overall distri-

butions between survey and silicon samples across models and survey items based on Kull-

back-Leibler Divergence (KLD).

Algorithmic bias assessment across sub-populations

Here we examine how GPT models represent beliefs that global warming is happening across

different sub-populations. The focus was on high-fidelity models in which GPT-4 conditioned

on both demographics and covariates for binary beliefs about global warming.

Table 1 details the accuracy and MAF1 results. Interpretations were based on MAF1, where

a score below 0.70 is typically considered inadequate. The overarching findings indicate that

GPT-4 accurately predicted belief that global warming is happening among diverse sub-popu-

lations. However, certain sub-populations were less accurate. GPT-4 was less precise in pre-

dicting Non-Hispanic Blacks’ belief that global warming is happening in both 2017 (MAF1 =

Fig 3. Global warming worry: Distributional comparison of survey and silicon samples. Note: “Demo Only” represents GPTs are conditioned solely on

demographics and “Demo + Cov” represents GPTs are conditioned on demographics and covariates.

https://doi.org/10.1371/journal.pclm.0000429.g003
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Table 1. Accuracy and MAF1 of GPTs for global warming belief across sub-populations.

GW Belief GW Belief

2017 GPT-4 Demo + Cov 2021 GPT-4 Demo + Cov

Variables Acc MAF1 Acc MAF1

Race/ethnicity

2+ Races, Non-Hispanic .94 .86 1.00 1.00

2017 n = 32

2021 n = 18

Black, Non-Hispanic .90 .62 .92 .60

2017 n = 104

2021 n = 73

Hispanic .90 .77 .92 .82

2017 n = 132

2021 n = 101

Other, Non-Hispanic .96 .91 .89 .64

2017 n = 51

2021 n = 38

White, Non-Hispanic .88 .82 .90 .86

2017 n = 786

2021 n = 669

Gender

Female .89 .80 .92 .85

2017 n = 568

2021 n = 454

Male .89 .84 .90 .85

2017 EL n = 431

2021 EL n = 401

2017 n = 537

2021 n = 445

Age

18–29 .91 .85 .89 .72

2017 n = 145

2021 n = 113

30–44 .88 .78 .94 .87

2017 n = 243

2021 n = 171

45–59 .88 .78 .89 .84

2017 n = 299

2021 n = 230

60+ .89 .85 .91 .87

2017 n = 418

2021 n = 385

Political ideology

Moderate, middle of the road .90 .74 .93 .82

2017 n = 424

2021 n = 380

Somewhat conservative .81 .80 .81 .80

2017 n = 206

2021 n = 165

(Continued)
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.62) and 2021 (MAF1 = .60). Further analysis reveals that GPT-4 underestimated Non-His-

panic Blacks believing that global warming is happening. GPT-4 also underrepresented Non-

Hispanic Others’ belief in global warming in 2021 (MAF1 = .64), although this requires further

investigation due to the limited sample size and heterogeneity of the results within the sub-

group. Table I in S1 Text includes the assessment of algorithmic bias for presidential election

voting behaviors. Individual F1 scores for each answer option for presidential election and

global warming belief (binary choice) across sub-populations are available in Table J in S1

Text. Moreover, Accuracy and MAF1 scores for global warming belief (multiple choice),

cause, and worry across sub-populations are available in Table K in S1 Text.

Table 1. (Continued)

GW Belief GW Belief

2017 GPT-4 Demo + Cov 2021 GPT-4 Demo + Cov

Variables Acc MAF1 Acc MAF1

Somewhat liberal .96 .68 .98 .83

2017 n = 262

2021 n = 168

Very conservative .76 .72 .83 .82

2017 n = 99

2021 n = 84

Very liberal .97 .78 .98 -

2017 n = 104

2021 n = 88

Political party

Democrats .96 .62 .97 .74

2017 n = 535

2021 n = 423

Independent/Other .89 .84 .91 .84

2017 n = 108

2021 n = 96

No party/Not interested .81 .73 .84 .78

2017 n = 105

2021 n = 50

Republicans .81 .81 .83 .83

2017 n = 354

2021 n = 321

Education

Bachelor’s degree or higher .92 .84 .93 .86

2017 n = 440

2021 n = 358

High school .86 .81 .88 .83

2017 n = 272

2021 n = 226

Less than high school .88 .74 .98 .96

2017 n = 64

2021 n = 42

Some college .88 .82 .89 .84

2017 n = 329

2021 n = 273

https://doi.org/10.1371/journal.pclm.0000429.t001
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Correlational pattern correspondence assessment

GPT-generated responses “reflect underlying patterns of relationships between ideas, demo-

graphics, and behavior that would be observed in comparable human-produced data [5].”

Accordingly, we investigated how GPT outputs correspond with correlations of demographics

and covariates with the target variables in the survey data. We used Cramer’s V to measure

association strength. Fig 4 illustrates Cramer’s V values between variables for both surveys and

GPT models. GPT-4, conditioned on demographics and covariates, most closely matched sur-

vey data in association patterns. This is evidenced by the smallest difference in Cramer’s V

between the model and survey across demographic variables (To calculate the average differ-

ence in Cramer’s V, we only consider Cramer’s V values associated with demographic vari-

ables. Cramer’s V values associated with global warming covariates are excluded from this

calculation because they are not consistently available across all models. Including them could

potentially lead to an unfair comparison between models.) and years (mean Cramer’s V differ-

ence (hereafter, diff) = .04, SD = .05). It was followed by GPT-3.5 with the same conditioning

(diff = .09, SD = .12), GPT-3.5 with only demographics (diff = .10, SD = .09), and GPT-4 with

only demographics (diff = .11, SD = .11). Not surprisingly, global warming covariates tend to

be more strongly correlated than demographics with the target variables. Models accounting

for these covariates display better performance that models without them, indicating that inte-

grating relevant background information is essential to achieve a high level of algorithmic

fidelity.

Discussion

This research investigates the algorithmic fidelity and bias of Large Language Models (LLMs)

by simulating public opinion about global warming and comparing the synthesized data with

Fig 4. Cramer’s V correlations in survey vs. GPTs. Note: Cramer’s V could not be estimated for some models because there was no variation in the outcome

(e.g., GPT-3.5 with Demo Only for GW Belief).

https://doi.org/10.1371/journal.pclm.0000429.g004
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survey data. Built on prior research investigating algorithmic fidelity in the political realm [5],

we extend our analysis to the topic of global warming. The overall findings reveal that LLMs

exhibit promising capabilities in predicting public opinion about global warming. Neverthe-

less, our findings also identify several concerns about employing LLMs in global warming sur-

vey research.

Our study finds that incorporating issue-related covariates alongside demographics signifi-

cantly enhances algorithmic fidelity in global warming research. LLMs conditioned with both

are notably better at predicting individual beliefs about global warming than those using only

demographic data. This improvement highlights LLMs’ ability to incorporate psychological

factors, which are often more indicative of global warming beliefs than demographics alone

[11]. However, LLMs that rely solely on demographic information perform poorly even

though demographic factors like age, education, and political views are known to be associated

with global warming beliefs [11].

The version of the LLM also influences its algorithmic fidelity. GPT-4, conditioned on

demographics alone, tends to overestimate the belief that global warming is human-caused

and worry about global warming, more so than GPT-3.5. This overestimation is reduced when

both demographics and issue-related covariates are used, with GPT-4 then offering more accu-

rate predictions and closer alignment with survey results. This indicates that GPT-4’s advanced

training and alignment may both enhance and limit fidelity, especially for science-based sub-

jects like global warming. GPT-4’s design, which includes a thorough alignment process, aims

for improved accuracy over GPT 3.5 [7]. With adequate data, such as covariates, GPT-4’s

sophisticated integration can potentially produce more accurate estimations of individual

opinions than its predecessor. However, in the absence of comprehensive data, GPT-4 may

overly rely on scientifically aligned opinions that could diverge from actual views. While this

notion is conceivable, it lacks robust empirical support, and ongoing research is essential to

understand the factors that influence the differing responses of models developed through dis-

tinct processes.

It is also crucial to acknowledge that the lack of transparency from AI developers compli-

cates our ability to understand what influences LLM responses, particularly under uncertainty

(e.g., when using only demographics). It raises questions about whether massive training data

favor certain attitudes toward climate change, or if the post-training adjustments guided by

human feedback lack representativeness. To enhance the reliability of LLMs for social science

research, transparency in LLM development is imperative.

Our research indicates a potential algorithmic bias in LLMs regarding certain sub-popula-

tions, echoing prior findings [9]. LLMs, particularly those refined with human feedback, often

reflect opinions more characteristic of liberal, higher-income, higher-educated, non-religious

individuals, and those not adhering to religions such as Buddhism, Islam, or Hinduism [9]. In

our study, LLMs perform poorly in predicting beliefs about global warming of non-Hispanic

Black Americans. This discrepancy is not explained by sample size, as accuracy remains higher

for other racial and multi-racial groups with smaller samples. LLMs often reflect the biases

inherent in their training data, which can lead to biased outputs. These biases are particularly

pronounced when considering groups that are underrepresented in the data sets. The implica-

tions of such biases are not confined to any single nation but are of global concern, as the per-

spectives of individuals from developing or economically disadvantaged countries may be

underrepresented. The root of this problem lies in the limited availability and use of diverse

training data, as well as potential biases in the human feedback that guides LLMs’ learning pro-

cesses. This situation emphasizes the need for a more inclusive approach in gathering data and

curating feedback, ensuring a wider range of voices are heard and accurately reflected in the

technology’s outcomes. Therefore, a thorough investigation of LLMs’ algorithmic biases,
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especially against marginalized groups and countries, is essential for ensuring fairness and

accuracy across broader domains of social science research.

Our study offers actionable guidance for integrating LLMs into climate change research

and other fields. We suggest researchers should condition LLMs with domain-specific vari-

ables related to global warming, such as public engagement and scientific agreement, to

enhance their relevance and accuracy. Because of the multifaceted nature of global warming

perceptions, the inclusion of a broader range of covariates might further sharpen the models’

precision for particular investigative goals. Additionally, our findings indicate that more

sophisticated models like GPT-4 show greater fidelity than GPT-3.5 when equipped with

potential covariates. Furthermore, reducing the scope of answer choices, particularly vague

ones such as “Don’t know,” can potentially improve estimation accuracy. Although restricting

answer options reduces LLMs’ applicability in social science research, it still holds significant

value in streamlining exploratory data collection. For instance, in our study, we acquired data

from 1,304 synthetic samples at a considerably lower cost (i.e., approximately $2.08 using

GPT-3.5 and $20.86 using GPT-4 as of September 2023) and time reduction when compared

with traditional survey techniques. This underscores LLMs’ cost-efficiency and speed. How-

ever, we do not argue that LLMs can replace traditional survey methods and empirical

research. Conventional surveys are and will be an essential tool for assessing public opinion,

where cost-effectiveness should not overshadow scientific rigor. Hence, we propose employing

LLMs as a complementary instrument for preliminary investigations, survey design, outcome

forecasting, and hypothesis generation. Meanwhile, established methods should be maintained

for empirical studies to ensure the rigor of research findings.

Our research has limitations that suggest avenues for future exploration. First, we focused

on closed-ended questions, overlooking the depth offered by open-ended questions. Open-

ended responses could provide richer qualitative data, potentially increasing LLM algorithmic

fidelity. Future studies should investigate the impact of incorporating open-ended question

responses as conditional inputs on LLMs. Second, our research focuses on a narrow aspect

concerning the impact of prompt format (e.g., the number of answer options) on algorithmic

fidelity, leaving unexplored other facets of prompt structure that may affect fidelity, such as the

order of response options [14]. Other elements like a question sequence and the quantity and

arrangement of target questions could also influence algorithmic fidelity. Understanding how

these survey design elements affect both human and LLM responses needs more attention in

future research.

In conclusion, this research provides valuable insights into the algorithmic fidelity and bias

of LLMs in simulating public opinions regarding global warming. This study offers practical

guidance on conditioning prompts and selecting models to maximize fidelity in social science

applications while emphasizing the importance of validating LLMs, particularly for minority

groups. A nuanced approach is required to harness the power of LLMs while addressing their

limitations through proactive algorithm auditing and bias mitigation.
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