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S1. Model description 24 

 25 

S1a. Overview  26 

 27 
The model simulates microbes using Eulerian and Lagrangian (a.k.a. agent-/individual-based) 28 

methods. Both approaches provide essentially the same results in this case (e.g., advective 29 
temperature differential, Fig S1), but the Lagrangian method allows for tracking of the 30 

temperature history of individuals. Microbes are advected and diffused on a 2×2 grid using 31 
output from a hydrodynamic model. They grow (divide) and die depending on the temperature 32 
and local population size, as described in this section. 33 
 34 
 35 

 36 
Fig S1. Comparison of Lagrangian and Eulerian approaches. Advective temperature 37 

differential predicted for each 2×2 grid box in the ocean. Population average growth rate = 38 
0.14 d-1. Values are averages over the 31-year simulation period for each grid box. 39 
 40 
 41 

S1b. Transport 42 

 43 

Advection 44 

 45 
Cells are transported by advection and diffusion. Advection is based on the Ocean model For the 46 
Earth Simulator (OFES), which is based on the MOM3 ocean model (1, 2). OFES is an eddy-47 
resolving ocean model with a horizontal resolution of 1/10º and 54 vertical layers, spanning the 48 
oceans from 75ºS to 75ºN and forced by NCEP winds and fluxes. Here, velocity fields averaged 49 
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over the top 50m from the last 31 years of the simulation (1980-2010) are used. The data are 50 
available as 3-day averages, which is sufficient temporal resolution to accurately capture the 51 

mesoscale dynamics (3). Flows are aggregated onto the 2×2 grid. 52 
 53 
This resolution is larger than the width of the Panama Isthmus, which means that in some grid 54 
boxes around the isthmus, flow that comes in from the Pacific Ocean could flow into the Atlantic 55 

Ocean and vice versa. In order to prevent this unrealistic inter-ocean flux, the Panama Isthmus is 56 
artificially closed. Following the method in van Sebille, Beal (4), flow into grid boxes that 57 
contain Panama land is set to zero. 58 
 59 

Diffusion 60 

 61 
A horizontal diffusion coefficient (E) is used to mimic the mixing by sub-mesoscale processes 62 

not resolved within the hydrodynamic model. At 200 km effective resolution, the value for 63 
diffusion is approximately 500 m2 s-1 (5), and that value is used here.  64 

 65 

Water balance 66 

 67 
Time- and spatially-variable horizontal flow rates (QX, QY, m3/s) are obtained from the 68 

hydrodynamic model. Flows (and diffusion coefficients) apply to the western and southern 69 

interfaces of each 2×2 grid box. For example, QX(i, j) is the flow rate for box (i-1, j) to box (i, 70 
j). A vertical (up-/down-welling) flow is calculated based on a water balance, assuming a 71 
constant volume: 72 
 73 

𝑑(𝐴(𝑖, 𝑗) 𝐻)

𝑑𝑡
=

𝑑(𝑉(𝑖, 𝑗))

𝑑𝑡
= 0 = 𝑄𝑋(𝑖, 𝑗) − 𝑄𝑋(𝑖 + 1, 𝑗) + 𝑄𝑌(𝑖, 𝑗) − 𝑄𝑌(𝑖, 𝑗 + 1) + 𝑄𝑍(𝑖, 𝑗) 74 

(S1) 75 
 76 

Where A (m2) is the area, H (m) is the mixed layer depth, V (m3) is the volume and QX, QY and 77 
QZ (m3 d-1) are flow rates. There is no flow across the Southern and Northern boundary and the 78 

grid wraps across the Eastern/Western boundary. 79 
 80 

Eulerian microbes 81 

 82 
For Eulerian tracers, the mass in box (i, j) changes based on horizontal advection 83 
(inflow/outflow) and diffusion exchange with the four adjacent boxes, vertical flow, and growth 84 
and death.  85 

 86 

𝑉(𝑖, 𝑗) 
𝑑𝐶(𝑖, 𝑗)

𝑑𝑡
= 𝐶(𝑖 − 1, 𝑗) 𝑄𝑋(𝑖, 𝑗) − 𝐶(𝑖, 𝑗) 𝑄𝑋(𝑖 + 1, 𝑗) 87 

+𝐶(𝑖, 𝑗 − 1) 𝑄𝑌(𝑖, 𝑗) − 𝐶(𝑖, 𝑗) 𝑄𝑌(𝑖, 𝑗 + 1) 88 

+[𝐶(𝑖 − 1, 𝑗) − 𝐶(𝑖, 𝑗)] 𝐸𝑋′(𝑖, 𝑗) + [𝐶(𝑖 + 1, 𝑗) − 𝐶(𝑖, 𝑗)] 𝐸𝑋′(𝑖 + 1, 𝑗) 89 

+[𝐶(𝑖, 𝑗 − 1) − 𝐶(𝑖, 𝑗)] 𝐸𝑌′(𝑖, 𝑗) − [𝐶(𝑖, 𝑗 + 1) − 𝐶(𝑖, 𝑗)] 𝐸𝑌′(𝑖, 𝑗 + 1) 90 

+𝐶(𝑖, 𝑗) 𝑄𝑍(𝑖, 𝑗) + [𝑘𝑔(𝑖, 𝑗) − 𝑘𝑑(𝑖, 𝑗)] 𝐶(𝑖, 𝑗) 𝑉(𝑖, 𝑗) 91 

(S2) 92 
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 93 
Where C (cells/m3) is the microbe cell concentration, EX’ and EY’ (m3 d-1) are bulk diffusion 94 
coefficients (E’ = E AC / L, where E (m2 d-1) is the diffusion coefficient, AC (m2) is the cross 95 
sectional area (which can be different in the zonal and meridional direction), L (m) is the mixing 96 

length, (6), estimated as the distance between the centroids of adjacent boxes). The equation as 97 
shown is for the case of positive horizontal flow rates (i.e., northward, eastward). If a flow is 98 
negative, the concentration on the other side of the interface is used. The same is true for the case 99 
of negative vertical flow rate (i.e., downward flow). If the vertical flow rate is positive, there is 100 
no change in mass, because the concentration of microbes below the model layer is assumed to 101 

be zero. The growth (kg, d
-1) and death (kd, d

-1) rates change as a function of temperature and 102 
population size as described below. The mass balance equation is solved using an explicit 103 
numerical integration method. The Eulerian approach is subject to numerical diffusion (6), but 104 
comparison to the Lagrangian approach suggests this effect is not substantial in this case (Fig 105 

S1). 106 
 107 

Lagrangian microbes 108 

 109 

For individuals, transport between adjacent boxes is a discrete, stochastic process. The 110 

probability of an individual being transported between two adjacent grid boxes in a time step (t, 111 
d) is based on the flow rate and bulk diffusion coefficient (7-9). For example, the probability of 112 
an individual being transported from box (i, j) to box (i+1, j), for the case of positive velocity 113 
across that interface, is given below. 114 

 115 

𝑃𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 =
𝑄𝑋(𝑖 + 1, 𝑗) + 𝐸𝑋′(𝑖 + 1, 𝑗)

𝑉(𝑖, 𝑗)
 ∆𝑡 116 

(S3) 117 

 118 
At each time step and for each individual, a random number is drawn from a standard uniform 119 

distribution, and if that number is less than the probability, the cell is transported. Other 120 
interfaces are evaluated in the same manner. Division and death are also stochastic processes. 121 
For example, the probability of division is defined as follows. 122 

 123 

𝑃𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 = 𝑘𝑔 ∆𝑡 124 

(S4) 125 
 126 
The probability of death is calculated in the same manner (using kd). The growth and death rates 127 
are a function of temperature and population size as described in the next section. 128 

 129 
 130 

S1c. Growth and death rates 131 

 132 
The model supports a number of formulations for the effect of temperature and population on 133 
growth rate and the death rate. In general, the growth rate (kg) is a function of a temperature-134 

corrected growth rate (kg,t) and a population limitation factor (LP): 135 
 136 
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𝑘𝑔 = 𝑘𝑔,𝑡 𝐿𝑃 137 

 138 
(S5) 139 

 140 
The population term on the growth rate controls the population size. In general, the population 141 
size will adjust so that the growth rate matches the death rate. That means the average growth 142 
rate is controlled by kd if using Death Model 1 or the c parameter if using Death Model 2. 143 
However, there are also losses by dilution with upwelling “clean” water (leads to a horizontal net 144 

outflow, Eq. S1) in divergence zones. In those areas, the growth rate increases above the death 145 
rate.  146 
 147 

Effect of temperature on growth rate 148 

 149 

Model 1: 150 
 151 
The beta formulation (6, 10). 152 
 153 

𝑘𝑔,𝑡 = 𝑘𝑔,𝑚  {
𝑒𝑥𝑝 (−𝛽1(𝑇 − 𝑇𝑜𝑝𝑡)

2
)  𝑖𝑓 𝑇 ≤ 𝑇𝑜𝑝𝑡

𝑒𝑥𝑝 (−𝛽2(𝑇𝑜𝑝𝑡 − 𝑇)
2

)  𝑖𝑓 𝑇 > 𝑇𝑜𝑝𝑡

 154 

 155 

(S6) 156 
 157 
This formulation is not used in simulations presented in the paper. 158 

 159 

Model 2: 160 
 161 
The formulation of Thomas, Kremer (11). 162 

 163 

𝑘𝑔,𝑡 = 𝑎 𝑒𝑏 𝑇  [1 − (
𝑇 − 𝑧

𝑤 2⁄
)

2

] 164 

(S7) 165 

a, b, z and w are parameters that control the shape of the growth vs. temperature curves. z 166 
controls the location of the temperature optimum, but since temperature is also in the exponential 167 
term, it is not equal to the optimum temperature. The optimum temperature is obtained 168 

numerically. An alternative, numerically-equivalent equation and analytical solution to the 169 
optimum temperature was recently presented by Baker, Robinson (12). See Thomas, Kremer 170 

(11) for further discussion on these parameters. See the discussion in the main paper on the 171 
growth rate vs. temperature curve. The equation is truncated to 0 for negative values. See Fig 172 
S2A1. This formulation is used for all simulations except Prochloroccocus ecotypes. 173 
 174 
Model 3: 175 

 176 
A polynomial with lower and upper bounds. 177 
 178 
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𝑘𝑔,𝑡 = 𝑎4 𝑇4 + 𝑎3 𝑇3 + 𝑎2 𝑇2 + 𝑎1 𝑇 + 𝑎0 179 

(S8) 180 
 181 

These polynomial functions can cross the x-axis repeatedly. For example, for eMED4 at 5 C the 182 

above equation and parameters in Table S2 yields a positive growth rate. To avoid this, the 183 
growth rate is set to zero when the temperature is below a minimum (Tmin) or above a maximum 184 
(Tmax). These Tmin and Tmax parameters characterize the valid range of the equation, not the actual 185 
biological temperature range. See Fig S2A2. This formulation is used for Prochloroccocus 186 
ecotype simulations. 187 

 188 
This equation was selected for the Prochloroccocus ecotypes from a number of equations, 189 
including Eq. S7 and 2nd- to 6th-order polynomials. For each equation, the small sample unbiased 190 
Akaike Information Criterion (AICc), which quantifies tradeoff between the goodness of fit and 191 

complexity, was calculated (13). Specifically, AICc = -2 ln L + 2 K + 2 K (K + 1) / (n – K – 1), 192 
with ln L = –(n / 2) ln (RSS / 2), where L is the maximum value of the likelihood function, K is 193 
the number of parameters, n is the sample size and RSS is the residual sum of squares. The 194 

analysis showed that the 4th-order polynomial is the best model (lowest AICc, Table S3).  195 
 196 

 197 

Effect of population on growth rate 198 

 199 
Model 1: 200 
 201 

The formulation of Hellweger, van Sebille (14). 202 
 203 

𝐿𝑃 = (1 −
𝑃

𝐾
) 204 

(S9) 205 

 206 
P (cells m-3) is the local population size and K (cells m-3) is the carrying capacity. For the 207 
Eulerian model, P is the sum of concentrations of all species. For the Lagrangian model, P is the 208 
number of individuals (N) divided by the volume (V). See Fig S2B. This formulation is used for 209 

all simulations. 210 
 211 
Model 2: 212 
 213 
The formulation of Thomas, Kremer (11). 214 

𝐿𝑃 =
(𝑅𝑖𝑛 − 𝑃)

(𝑅𝑖𝑛 − 𝑃) + 𝑘
 215 

(S10) 216 
This formulation is not used in any of the simulations presented in the paper. 217 

 218 

Death rate 219 

 220 
Model 1: 221 
 222 
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Constant death rate (kd). This formulation is used for Prochloroccocus ecotype simulations. 223 
 224 
Model 2: 225 
 226 

The formulation of Thomas, Kremer (11). 227 
 228 

𝑘𝑑 = 𝑐 𝑎 𝑒𝑏 𝑇 229 
(S11) 230 

 231 
a, b and c are parameters that control the shape of the growth and death vs. temperature curves. 232 
See Fig S2C. This formulation is used for all simulations except Prochloroccocus ecotypes. 233 

 234 
 235 

  236 
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 237 
Fig S2. Illustration of growth and death equations. (A) Effect of temperature on growth rate. 238 
(A1) Model used for all simulations except Prochlorococcus ecotypes. Parameters: z/w = Red: 239 
15/20, Blue: 18/20, Green: 15/30, P = 0. (A2) Model used for Prochlorococcus ecotypes 240 
simulations. Green: eMED4, Red: eMIT9312, Blue: eNATLA. Data are from Johnson, Zinser 241 
(15) and Zinser, Johnson (16). Parameters: See Table S2. (B) Effect of population size on growth 242 

rate. Model used for all simulations. Parameters: K = 1,000, kg = 2 d-1 at P = 0. (C) Effect of 243 

temperature on death rate. Model used for all simulations except Prochlorococcus ecotypes. 244 

Parameters: c = Red: 0.05, Blue: 0.5. 245 
 246 
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S1d. Historical temperature 249 

 250 

A comparison of the advective temperature differential (Topt) and historical temperature 251 

differential (Thist(s) = Thist(s) – Tloc) shows that these quantities are similar. 252 
 253 

 254 
Fig S3. Advective temperature differential (Topt) vs. Historical temperature differential 255 

(Thist(s)). Population average growth rate = 0.14 d-1. Values are averages over the 31-year 256 
simulation period for each grid box. 257 

 258 
 259 

S1e. Model implementation and set-up 260 

 261 
The model is written in FORTRAN 90 using OpenMP for parallelization with pre-/post-262 

processing in MS Excel with Visual Basic for Applications (VBA). The model code and 263 
transport files are available from the corresponding author. 264 
 265 

Model parameters are listed in Tables S1&2. Simulations are initialized with a uniform initial 266 

total population (P = K), distributed evenly across all species. The 31-year model period is 267 

preceded by a 1-year spin-up to remove the effect of the initial conditions. A number of species 268 
with different temperature parameter (z) were simulated. The temperature parameter was varied 269 
from a minimum to a maximum in equal-sized steps, so that the range of Topt values covers the 270 
local temperature range. For example, the atlas simulation has 50 species with Topt ranging from -271 

5.2 to 36.2 in 0.8 C steps. The average number of individuals is controlled by the carrying 272 
capacity (K). The number of individuals used in the model is an important parameter, because it 273 
controls when a species may become locally extinct under less favorable conditions and thus 274 
would not be able to recover when conditions become more favorable. The number of species, 275 
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number of individuals and time step vary by simulation. The number of species and individuals 276 
were set high enough so that further increases no longer substantially affect the results (e.g., Fig 277 
S4). The model is integrated using an explicit finite difference method with a time step a time 278 

step (t) of 0.3 d. As for the number of species and individuals, the time step was set low enough 279 
so that further decreases no longer affect the results. The death parameter (c) was assigned to 280 
achieve desired average growth rates. 281 

 282 
 283 
Table S1. Model parameters (All simulations except Prochloroccocus ecotypes) 284 
 285 

Name Units Value Notes 

a d-1 0.81 = 0.81, (11). 

b C-1 0.0631 = 0.0631, (11). 

z C varies Varies by species. 

Controls Topt. 

w C 20 = 10-30, (11) 

c - varies = 0.05, 0.5, (11). 

Varies by simulation. 

Controls growth rate. 

K cells m-3 varies Varies by simulation. 

Controls population size. 

    

 286 

 287 

Table S2. Model parameters (Prochlorococcus ecotypes) 288 

 289 

Name Units Value 

All 

Value 

eMED4 

Value 

eMIT9312 

Value 

eNATL2A (a) 

Notes 

a4 - - -5.929364E-05 -7.173272E-07 -2.189905E-04 (b) 

a3 - - +4.349326E-03 -3.166045E-04 +1.735172E-02 (b) 

a2 - - -1.175931E-01 +1.897472E-02 -5.085731E-01 (b) 

a1 - - +1.408256E+00 -3.009941E-01 +6.557460E+00 (b) 

a0 - - -6.087978E+00 +1.426729E+00 -3.116110E+01 (b) 

Tmin C - 10 12 12 (b) 

Topt C - 24.0 25.6 24.5 (b) 

Tmax C - 29 33 29 (b) 

kd d-1 0.17 - - - (c) 

K cells m-3 varies - - - (d) 

       

(a) This ecotype is not included in the simulation presented in the paper. 290 
(b) See Fig S2A2. 291 
(c) See Section S3. 292 

(d) See Table S1. 293 
 294 

  295 
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Table S3. Model selection (Prochlorococcus ecotypes) 296 
 297 

Equation K n RSS AICc 

Eq. S7 43 16+16+11 1.1e-1 -222 

2nd-order polynomial 33 16+16+11 2.8e-1 -193 

3rd-order polynomial 43 16+16+11 1.4e-1 -211 

4th-order polynomial 53 16+16+11 7.8e-2 -224* 

5th-order polynomial 63 16+16+11 6.8e-2 -213 

6th-order polynomial 73 16+16+11 6.2e-2 -195 

     

(a) The analysis was performed on all three ecotypes simultaneously, so parameters are 298 
cumulative. 299 

*Model selected. 300 
 301 
 302 
 303 
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 304 
Fig S4. Sensitivity of model results to number of species and individuals. RMSE for 305 

advection (a)/no advection (na) and Thomas et al. (T)/Chen et al. (C). (A) Effect of number of 306 
species. (B) Effect of number of individuals. 307 
 308 
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S2. Selection dynamics 311 

 312 
The time series of optimum temperatures of the most abundant species can show a bimodal 313 
pattern (Fig 2A, Fig S5A). This happens despite the relatively large number of species in the 314 
model and is a reflection of the selection dynamics of the system. There are 50 species in this 315 
simulation and their growth rates vary in response to the local temperature (Fig S5C). The 316 

optimum temperature of the species with the instantaneous highest growth rate smoothly follows 317 
the local temperature (Fig S5A, Topt(a) alt.). It is higher than the local temperature for reasons 318 
discussed in the main paper. However, the optimum temperature of the most abundant species 319 
depends on the history of temperature and growth rate. In this case there are only three species 320 
that trade this position (Fig S5B). Other species have higher growth rate at times, but not for long 321 

enough (average is three weeks) to rise to dominance. 322 

 323 

  324 
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 325 
Fig S5. Selection dynamics. (A) Time series of local temperature (Tloc), optimum temperature of 326 
the most abundant species (Topt(a)), and optimum temperature of the species with the highest 327 

instantaneous growth rate (Topt(a) alt.). (B) Concentration of each species. (C) Growth rate of 328 
each species. Same simulation as in Fig 2A, but to increase the resolution the Eulerian 329 

concentrations are used.  330 

 331 
 332 

S3. Plankton datasets notes 333 

 334 

S3a. Phytoplankton optimum temperatures 335 

 336 
The dataset of Thomas, Kremer (11) includes 194 observations, 153 of which are marine.  337 
 338 

The dataset of Chen, Liu (17) includes 513 observations, 222 with coordinates and optimum 339 
temperature. Locations for samples ID = 387 and 388 as provided were on land and assumed in 340 
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error. We attempted to resolve the issue by referring to the original publication, but were 341 
unsuccessful. Those data points are excluded, leaving 220 observations. 342 
 343 

 344 
Fig S6. Growth rate vs. temperature function for all 50 species used in the simulation. 345 
 346 
 347 

S3b. Prochlorococcus ecotype ratios 348 

 349 
For the comparison presented in Figs 6A and 6B1, the values are the same as those used in the 350 
regression in Fig 3 of Chandler, Lin (18) (i.e., all circles). The year of the POWOW1 cruise is 351 

outside the range for the model. Model results from 2010 are therefore used. The correction 352 
using the atlas and the direct simulation require specification of the average growth rate. 353 

Goericke and Welschmeyer (19) found a range of <0.1 to 0.3 d-1 for Prochlorococcus in the 354 

Sargasso Sea. Based on this range, we use a growth rate of 0.18 d-1 (average of 0.05 and 0.3). For 355 
the direct simulation, the growth rate is controlled by the assigned death rate (kd), which was set 356 

to this value. For the atlas correction, we used the results from the simulation with average 357 
growth rate 0.14 d-1. This is lower than 0.18 d-1, but Prochlorococcus has a limited latitudinal 358 
range (40°N to 40°S, (20) and the growth rate in the model used to develop the atlas generally 359 

increases with temperature (see Fig S2A1), so the average growth rate in the said latitudinal 360 

range is higher (0.17 d-1) than the global average.  361 

 362 

S3c. Metagenome nucleotide divergence 363 

 364 
Metagenome sequence sets used to calculate pairwise average nucleotide divergence (AND) 365 
measures were quality processed to remove sequence reads determined to be duplicates or that 366 
contain known sequencing errors (homopolymer runs and ambiguous bases) using the online 367 
bioinformatics tool PRINSEQ (21). The bioinformatic tool Mash was then used to estimate the 368 
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pairwise distances. Mash compares all k-mers determined from the provided sequences and 369 
calculates a Mash distance between each metagenome pair, a measure found to correlate well 370 
with inverse of average nucleotide identity (22). This alignment-free sequence comparison 371 
approach is computationally fast and requires less resources than other tools or alignment-based 372 

approaches available. The metagenome sequence set MinHash sketch was calculated using the 373 
command: 374 
 375 

mash sketch -u -g 3500 -k 15 -s 50000 -o /mashdata/*.fasta 376 
 377 

where a k-mer size of 15, a sketch size of 50000 and Bloom filtering of single-copy k-mers was 378 
used. Pairwise Mash distances, referred to as AND in our study, were then calculated for all 379 
metagenome pairs using the command: 380 
 381 

mash dist -t /mashdata/AND.msh /mashdata/AND.msh > /mashdata/All_AND     382 
 383 

 384 
 385 

  386 
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S4. Additional model results 387 

 388 

 389 
Fig S7. Map of model results, North Atlantic. See legend Fig 3.  390 

 391 
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