
Appendix 1

Following Goddard et al. [1], reliability of GP can be approximated with

r2 ≈ q2 θ

θ + 1
(1)

where θ = nRq
2h2/Me and q2 is the proportion of genetic variance explained

by markers, q2 = σ2
q/σ

2
u. Substitution of θ in (1) yields:

r2 ≈ q2 nRq
2h2

nRq2h2 +Me
, (2)

or

r2 ≈ q2 nRh
2

nRh2 +
Me

q2

.

as given in the text. Since h2 = σ2
u/σ

2
y and q2 = σ2

q/σ
2
u, we can re-write equation

(2) as:

r2 ≈ q2 nRh
2
M

nRh2M +Me
, (3)

where h2M is the genomic heritability, h2M = σ2
q/σ

2
y [2].

Because R2
û,y = Cov(û,y)2

V ar(û)V ar(y) and r2û,u = Cov(û,u)2

V ar(û)V ar(y)h2 , then R2
û,y = h2r2û,u.

Therefore, when the reliabilities are computed as the squared correlation be-
tween û and y, (3) has to be multiplied by h2 to be comparable. Doing so yields
equation (1) in the main text:

R2 ≈ h2M
nRh

2
M

nRh2M +Me

and

limnR→∞h
2
M

(
nRh

2
M

nRh2M +Me

)
= h2M

Appendix 2

In the following section, we will use the same notation as in the main text to
denote the genotype matrix of RP individuals and vector of genotypes of VP
individuals, and show that β̃ ∈ <(XR).
Consider the fixed linear model:

y = Xβ + e,

where y is the n×1 vector of observations corrected for the mean, X is the n×p
matrix of centered genotypes, β is the p × 1 vector of random marker effects
with null mean and covariance matrix Iσ2

β , and e is the n× 1 vector of random
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environmental effects with null mean and covariance matrix Iσ2
e . The BLUP of

β is the solution to:

(X′RXR + Iλ)β̃ = X′RyR, (4)

where λ =
σ2
e

σ2
β

. In general, it is possible to write β̃ as

β̃ = b1 + b2, (5)

where b1 ∈ <(XR) and b2 is orthogonal to <(XR) [3]. Then using (5), (4) can
be written as

(X′RXRb1 + Iλb1) + (X′RXRb2 + Iλb2) = X′RyR (6)

Because b1 ∈ <(XR), (X′RXRb1+Iλb1) ∈ <(XR), and because b2 is orthogonal
to <(XR) and X′RXR ∈ <(XR), X′RXRb2 = 0. So, (6) can be rearranged as:

Iλb2 = X′RyR −X′RXRb1 − Iλb1 (7)

Since X′RyR ∈ <(XR), X′RXR ∈ <(XR) and b1 ∈ <(XR), the right hand side
of (7) is in <(XR). Further, the left hand side of (7) is orthogonal to <(XR)
by construction. Thus b2 is in <(XR) but is also orthogonal to <(XR). This
means b2 is orthogonal to itself, which can only be true if b2 = 0. It follows
that β̃ = b1 which is in <(XR).

Appendix 3

In this section we are going to derive an upper bound (UPi) for the reliability
of ûi:

Cor2(ui, ûi) =
V ar(ûi)

V ar(ui)
,

from which an upper bound of R2 can also be obtained. Recall that ûi = x′V1
β̃.

So, the prediction error variance for û can be written as [4]

V ar(ui − ûi) = V ar(ui)− V ar(ûi)
= x′V1

(X′RXR + Iλ)−1xV1σ
2
e .

Then, it follows that,

V ar(ûi) = V ar(x′V1
β̃)

= V ar(x′V1
β)− x′V1

(X′RXR + Iλ)−1xV1
σ2
e .

From the above equation, it can be seen that when h2 → 1, σ2
e → 0 and

V ar(x′V1
β̃) → V ar(x′V1

β). Assuming V ar(β) = Iσ2
β , V ar(x

′
V1
β) = x′V1

xV1
σ2
β ,

and thus
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UPi =
x′V1

xV1

x′V xV

is an upper bound for reliability, and therefore h2UPi is an upper bound for R2.
Note that when h2 = 1, then λ = 0, and therefore, β̃ is identical to the least
square estimator of β, and will no longer be in <(XR).
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