S2 Appendix: statistical methods for mixed treatment comparisons
For a simultaneous analysis of all relevant treatments, we used MTC meta-analysis according to the methods suggested by Lu and Ades and combined direct and indirect evidence within a Bayesian framework [1,2]. Suppose placebo is chosen as the overall MTC reference intervention for relative effects denoted as . This means that the effect parameters of all other interventions  versus placebo are modelled directly as basic parameters. We use uninformative priors assumed to be normally distributed, i.e. 

Assuming consistency within the network, the effect parameters of all active interventions out of set  can then each be calculated as functional parameters by

If there is no single treatment A to which all other treatments have been compared, any subset of effect parameters can also be chosen as basic parameters, as long as the functional parameters can be written as a linear relation of the basic parameters.
For study , outcome counts for a binary outcome for intervention  are summarized by the number of events  out of the number of patients at risk The number  is assumed to follow a binomial distribution with parameters  and , whereas  is modeled by a logistic regression model. For each study , a study-specific baseline log-odds  of intervention  is assumed, together with the log-odds ratio  of the outcome for intervention  relative to , i.e., 

.
Study-specific  are derived from a random effects model with a mean log-odds ratio  and a homogeneous variance . For multi-arm studies we consider a multivariate normal distribution of  with a covariance of  reflecting the assumption of a homogeneous variance in all arms [2]. For study baseline values and basic parameters, vague prior distributions  and  are specified. Between-study variance  is assumed to follow an uninformative uniform distribution . To check the robustness of the results of the main analysis, 2 sensitivity analyses with alternative vague prior distributions were conducted. The results proved to be robust against alternative prior choices. The full report provides further details on the methods and results of these sensitivity analyses [3].
We assume that the treatments considered are coded in numerical order, so that  indicates that treatment  is compared to baseline treatment  of that study. The coding of baseline treatment  is arbitrary; it is assigned a lower code than the code(s) of the other treatment arms in a particular study. This ensures A to be the reference treatment in all studies if study arms including A are present. 
We implemented the model into BUGS using the software OpenBUGS [4] and used 3 chains with a burn-in of 100 000 followed by 50 000 updates to obtain posterior estimates. Convergence was assessed by the Brooks-Gelman-Rubin method [5,6] and by visual inspection of the history plots. Calculations were performed in R 2.12.0 [7] using the library BRugs 0.5-3 [8] for the connection to OpenBUGS.
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