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1 The Friends and Family Study
The Friends and Family dataset [1] is based on a year long study, which collected an immensely
rich and dense information on the lives of its 130 participants (approximately 64 families).

Subject Pool The participants were all members of a young-family residential living commu-
nity at a major North American university, where at least one of the members of each family was
affiliated with the university. The entire residential community was composed of over 400 resi-
dents (approximately half of which had children), and exhibited a lot of friendship ties between
its members. Compared with previous social computing observatory studies [2, 3], the Friends
and Family community includes a more diverse subject pool and provides a unique perspective
into a phase of life that has not been traditionally studied in the field of ubiquitous computing -
married couples and young families.

Mobile Phone Logging Software Each participant in the study was equipped with an Android-
based mobile phone incorporating the “Funf” platform. This platform is essentially a passive
sensing software explicitly designed to continuously collect over 25 phone-based signals, in-
cluding location, accelerometry, Bluetooth (BT) based device proximity, communication activ-
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ities, installed applications, currently running applications, multimedia and file system informa-
tion, and additional data generated by dedicated experimental applications.

Self-Reported Survey Data In addition to the passive data collection, participants completed
surveys at regular intervals. Monthly surveys included questions about self-perception of rela-
tionships, group affiliation, interactions, and also standard scales like the Big-Five personality
test. Daily surveys included questions like mood, stress, sleep, productivity, socialization and
others.

Additionally Collected Data Participants could also opt to provide information on: (i) their
purchases through submission of receipts and credit card statements; and (ii) their online so-
cialization activities through the installation of a Facebook app (approximately 70% of subjects
opted to install the app).

Incentive Participants committed to use the study phone as their primary phone for the du-
ration of the study and in return they were able to keep the phone at the end of the study. In
addition, participants were extra compensated for every out-of-routine task, such as filling out
surveys, submitting receipts or participating in interventions.

Human Subjects Approval The study was reviewed and approved by the Committee on the
Use of Humans as Experimental Subjects (COUHES) with the approval number 0911003551.
COUHES is responsible for reviewing and approving all research involving human subjects that
is performed under the auspices of MIT. All participants provided a written consent to partic-
ipate in this study and COUHES approved the consent procedure. The study was conducted
under strict protocol guidelines. The protection of participants’ privacy and sensitive informa-
tion was a key consideration: data were linked to coded identifiers of the participants and not
to their real world personal identifiers; all human-readable text, such as phone numbers and
text messages, was captured as hashed identifiers, and was never stored in its clear-text form
and collected data were physically secured and de-identified before being aggregated for analy-
sis. A second important consideration was to be as unobtrusive as possible to the subjects’ life
routines.

2 The FunFit Experiment
FunFit is a fitness and physical activity experimental intervention conducted within the Friend
and Family study from October 2010 to December 2010. The main goal of the experiment
was to explore the question of understanding social influence and motivation in the context of
health and wellness activities. The experiment was presented to participants as a wellness game
to help them increase their daily activity levels. 108 out of the 123 active Friends and Family
subjects at that time elected to participate and were allocated into three experimental conditions,
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allowing us to isolate different incentive mechanisms related to monetary reward, the value of
social information, and social pressure/influence:

• Control: subjects were shown their own progress and were given reward based on their
own progress in physical activity.

• Peer See: subjects were shown their own progress and the progress of two “buddies”
in the same experimental group, and were given reward based on their own progress in
physical activity.

• Peer Reward: subjects were shown their own progress and the progress of two “buddies”
in the same experimental group, but their rewards depended only on the progress of the
two buddies. This condition simulates a social mechanism based on inducing peer-to-peer
interactions and peer pressure.

The allocation algorithm was designed to pair each participant in the Peer-View and Peer-
Reward with two buddies within their group, while (i) prioritizing pairings with closer friends,
(ii) eliminating pairings of spouses, and (iii) eliminating reciprocal pairings of buddies. The
algorithm was formulated as an integer programming optimization problem and was solved by
applying an iterative heuristic (see [1] for further details). The allocation algorithm resulted in
a highly variable distribution of tie strength as shown in Fig. S1.
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Figure S1: Probability density function of the tie strength in the Peer-View and Peer-Reward
groups. Tie strength is computed as the sum of the closeness scores between the subject and the
buddies.

During the initial 23 days of the experiment (Oct 5 - Oct 27), denoted as P1, the baseline
activity levels of the subjects were collected. The actual intervention period was divided into
two periods: Oct 28 - Nov 15, denoted as P2, and Nov 16 - Dec 5, denoted as P3. Performance in
P2 and P3 was not statistically different, and so only their sum will be analyzed in the main text.
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During these two intervention periods, the subjects were given feedback on their performance
in the form of a monetary reward. The monetary reward was calculated as a function of the
subject’s activity and was divided according to the subject’s experimental condition.

The game was not designed as a competition, and every subject had the potential to earn the
maximal reward. That is, a previously non-active participant could gain the same reward as a
highly active one, while the highly active person would need to work harder.

Measuring physical activities Physical activity measurement was based on accelerometer
readings from the subjects’ smartphones. Accelerometer scans were sampled in a duty cycle
of 15 seconds every 2 min. During the 15 seconds, raw 3-axis accelerometer measurements
were sampled at 5 Hz rate and combined to compute the vector magnitude for each sample.
The variance of the magnitude in each one-second block was then computed [4]. The score was
calculated by giving one point for every second, thresholded to three states (i) still, (ii) moderate
activity, and (iii) high activity, where the two active levels were combined into a single active
level. Participants were not constrained in the way they should carry the phone, but were told
that the more they carry the phone on their body, the more of their activity would be accounted
for their game score.

For analysis purposes, activity levels were normalized to the span of a single sample. For
example, a normalized daily average activity is calculated by summing all accelerometer sam-
ples for the day and then dividing by the total count of accelerometer readings for the day. This
gives the average activity level per reading for that day, and allows to easily do things like com-
paring between normalized average activity levels in different times of the day. It is trivial to
convert a normalized value to actual time: for example, a normalized daily average value of 1
for an experimental group represents an average activity of 96 minutes per member.

Calculating rewards Game rewards were calculated every three days, using a reference win-
dow of the seven days preceding the current 3-day bin. Average and variance for daily activity
count are calculated for the reference window, as well the daily average for the current 3-day
bin. Reward depended solely on an individual’s performance, and was mapped to be between
$0.50-$5, in $0.50 increments between one standard deviation above and below the reference
average value. Values above or below the bounds received max or min value, respectively. To
avoid discouragement due to zero reward, participants were not given less than 50 cents per
reward period.

Cleaning the data As in [1], eleven subjects were removed from the study pool over the
course of the intervention (due to prolonged technical issues that prevented reliable activity
tracking, long durations of out of town travel, or dropping out of the longitudinal study entirely).
For details on the final number of subjects in Peer See and Peer Reward condition, see Table S1.

As in [1], subject-day pairs that did not have sufficient information for generating a reliable
average score for the day were precluded. For a single subject, a complete day’s worth of data
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Table S1: Numbers of participants per period/condition, and average number of days per user
in parenthesis.

Periods
Conditions

Group 2
(Peer-see)

Group 3
(Peer-reward)

P1
Oct 5 - Oct27

(23 days)
40 participants 41 participants

P2
Oct 28 - Nov 15

(42 days)

P3
Nov 16- Dec 5

(62 days)

consisted of 720 accelerometer score readings, since accelerometer scans were taken in two-
minute intervals. Data was considered “missing” for an interval if there was no accelerometer
score logged for that interval. When a person’s day had fewer than 50% of the possible readings,
that day was not used for the analysis and calculation of averages. Removed measurements
accounted for less than 5.4% of the total available measurements.

3 The Reciprocity Survey
Human Subjects Approval The study was reviewed and approved by the Ethics Committee
internal to the university where the study was performed. All participants provided a written
consent (using an online form) to participate in this study and the Ethics Committee approved
this consent procedure.

Data Description This data was collected as part of this study at a major Middle Eastern uni-
versity during a four-months undergraduate course. 84 students in the class agreed to participate
in the study (see details on demographics in Table S2).

Table S2: Demographics of participants in the reciprocity survey.

Gender Male Female
0.40 0.60

Age 23 24 25 26 27 28 29 30 31 38
0.01 0.19 0.25 0.21 0.18 0.08 0.02 0.01 0.02 0.01

Year of study 3rd 4th
0.96 0.04

The study comprised a one-time computerized survey where each participant was asked
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several demographic questions and three general questions about their perception of friendship.
In addition, each participant was presented with a list of the 83 other participants (including
their full name and their picture when available), and was asked the following four questions
about his/her relationship with each one of the other participants:

1. How close are you to this person?

0 - I do not know this person;
1 - I recognize this person, but we never talked;
2 - Acquaintance (we talk or hang out sometimes);
3 - Friend;
4 - Close friend;
5 - One of my best friends.

2. Do you think that you have more friends than him/her? [Yes, No]
3. Do you think that most of your friends are also his/her friends? [Yes, No]
4. How close do you think this person considers you?

0 - He/she does not know me;
1 - He/she recognizes me, but we never talked;
2 - Acquaintance (we talk or hang out sometimes);
3 - Friend;
4 - Close friend;
5 - I am one of his/her best friends.

4 Directionality and Induced Peer Pressure
Our central hypotheses concern the relationship between the type of relationship subjects share
with their buddies, on the susceptibility of increased physical activity under the experiment
conditions. Several multivariate analyses are presented in tables S3, but the main story emerging
from them is made clear in Fig. S2. In table S3 our dependent variable is the change in physical
activity between the post-intervention phase (P2+P3) and the pre-intervention phase (P1) and
the covariates consist of: (1) reciprocal friend - the number of buddies with whom the subject
has a reciprocal friendship relationship (values 0 - 2); (2) alter-perceived friend - the number
of buddies who were reported by the subject as friends but did not report the subject as friend
(values 0 - 2); (3) ego-perceived friend - the number of buddies who reported the subject as
friend but were not reported by the subject as friends (values 0 - 2); (4) tie strength - which
is the sum of the nomination scores between the subject and the buddies; (5) Initial activity
- which controls over the subject’s pre-intervention activity levels. This can be described as
follows: (6) gender (Male or Female); (7) same-gender - the number of buddies who had the
same gender as the subject (values 0 - 2); (8) age; and (8) same-gender - the number of buddies
who had the same ethnicity as the subject (values 0 - 2);
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Table S3: Regression Coefficients for the change in activity under different experiment condi-
tions

Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8

Constant 0.05 0.03 −0.02 0.10 0.63∗∗∗ 0.06 −0.01 0.56∗

(0.08) (0.08) (0.09) (0.09) (0.11) (0.29) (0.09) (0.27)
Reciprocal friend 0.44∗∗ 0.45∗∗ 0.45∗∗ 0.44∗∗ 0.30∗ 0.44∗∗ 0.45∗∗ 0.33∗

(0.16) (0.16) (0.16) (0.16) (0.13) (0.16) (0.16) (0.14)
Alter perc. friend 0.15 0.15 0.18 0.16 0.12 0.15 0.16 0.13

(0.13) (0.14) (0.14) (0.14) (0.11) (0.14) (0.13) (0.12)
Ego perc. friend 0.31∗ 0.30∗ 0.31∗ 0.29∗ 0.24∗ 0.31∗ 0.32∗∗ 0.24∗

(0.12) (0.12) (0.12) (0.12) (0.10) (0.12) (0.12) (0.10)
Tie Strength −0.04· −0.04· −0.04· −0.04· −0.03· −0.04· −0.04∗ −0.03·

(0.02) (0.02) (0.02) (0.02) (0.02) (0.02) (0.02) (0.02)
Gender 0.05 0.08

(0.08) (0.07)
Same-gender 0.07 0.01

(0.06) (0.05)
Interv. group −0.08 −0.01

(0.08) (0.07)
Pre-interv. activity −0.43∗∗∗ −0.42∗∗∗

(0.07) (0.07)
Age −0.00 0.00

(0.01) (0.01)
Same-ethnicity 0.08 0.03

(0.05) (0.05)

R2 0.16 0.16 0.18 0.17 0.46 0.16 0.18 0.47
Adj. R2 0.11 0.10 0.12 0.11 0.42 0.10 0.12 0.39
Num. obs. 76 76 76 76 76 76 76 76

Gender (Male = 1, Female = 0); dependent variables significance levels: ∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05, ·p < 0.1

Yi = log

(
Activity(P2 + P3)

Activity(P1)

)
∼ N(βXi, σ

2)

Where Xi represents the vector of demographic and experimental conditions of i with a
constant variance σ2.

The full specification model in Table S3 shows the results of the linear model analysis using
a fairly wide specification of independent variables discussed above. We find that reciprocal ties
are consistently associated with higher improvement in activity change and that this relationship
persists even when we include detailed controls.

Both the gender of the subject and whether the buddies are from opposite gender had no
significant association with the increase in activity. Controlling for a subject’s age showed no
effect on the change of activity as well. This was expected due to the highly homogeneous group
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of participants (e.g., age mean = 33, SD = 5, both in years). A recent study by Aral et al.,
showed the importance of tie strength in moderating the effect of peer pressure [5]. In this work,
we find the strength of the tie to be significant at 1% only, which highlights the importance of
the tie ‘type’ rather than the tie ‘strength’. Finally, the initial activity level coefficient is negative
and statistically significant (P < 0.001). This suggests the difficulty of increasing the relative
activity levels for already very active users in the post intervention period.

Previous studies have found that passive exposure to peers is sometimes sufficient to adopt
a new health related behavior [e.g., [3, 6]]. This is particularly true when the behaviors to be
transmitted are ‘not difficult’ and have low adoption barrier [e.g., registering for a health forum
Web site [6] or signing up for an Internet-based diet diary [7]].

Reciprocal
friend

Alter 
perceived

friend

Ego
perceived

friend

Tie
strength Age

Initial
activitiy
levels

Same-gender
friendship

Same-
ethnicity

friendship

Gender

R-squared = 0.47

Female = 0
Male     = 1

Figure S2: Change in physical activity under experiment conditions shows that the type of
friendship is relevant to the effectiveness of the induced peer pressure while controlling over
several covariates (gray lines and circles). The plot shows the mean effect size of the covariates
(solid circles) and the 95% confidence intervals (bars).

We hypothesize that transmitting more complex behaviors (e.g., getting a vaccination, im-
proving a diet, using condoms, or committing to physical exercises) might require people to
engage in purposeful persuasion and therefore, the effects of interpersonal relationships will
become more significant. Indeed, we see this as a trend in the current analysis, where the par-
ticipants in the passive peer-see condition show no significant directionality effect while partic-
ipants in the active peer-reward condition show a large directionality effect (see Table S4).
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Table S4: Regression coefficients for the change in physical activity for peer-see and peer-
reward intervention groups.

Peer-See Peer-Reward

Constant 0.02 (0.09) 0.11 (0.14)
Reciprocal friend 0.33 (0.20) 0.55 (0.27)∗

Alter perceived friend 0.12 (0.16) 0.20 (0.23)
Ego perceived friend 0.24 (0.16) 0.36 (0.20)∗

Tie Strength −0.03 (0.02) −0.05 (0.04)

R2 0.13 0.16
Num. obs. 37 39
∗∗∗p < 0.001, ∗∗p < 0.05, ∗p < 0.1

5 Social Embeddedness
The Social Embeddedness (SE) of a pair of individuals captures the idea that the actions indi-
viduals choose are significantly refracted by the social relations within which they function [8].
We use six measures to examine the embeddedness within the joint neighborhood of nodes,
namely the Number of Common Friends, the Jaccard-Coefficent, the Adamic and Adar Score,
the Preferential Attachment Score, the Edge Betweenness and the Clustering Coefficient.

To that end, let Gd = 〈V,Ed〉 be the directed graph of the nominated friendships. That is,
V is the set of nodes (i.e., experimental subjects) and Ed is the set of edges (i.e., friendship
nominations). Stated differently, given two nodes v1, v2 ∈ V , an edge (v1, v2) ∈ Ed means
that the subject v1 nominated subject v2 as a friend. If Ed contains both of the edges (v1, v2)
and (v2, v1), the friendship between v1 and v2 is reciprocal. Otherwise, the friendship between
v1 and v2 is unilateral. The undirected graph Gu = (V,Eu) represents the same topological
structure of subjects and friendships, with the exception that the direction of edges is not spec-
ified. More formally, Eu = {{v1, v2} | (v1, v2) ∈ Ed ∨ (v2, v1) ∈ Ed} Finally, we define the
undirected neighborhood of a node v1 ∈ V , denoted by Γ(v1), as the set of nodes which are
adjacent to v1. Stated formally, Γ(v1) = {v2 | {v1, v2} ∈ Eu}.

We define the number of common friends between two nodes v1 and v2 as |Γ(v1) ∩ Γ(v2)|.
The logic for using the number of common friends to explain reciprocity is an extension to the
network transitivity property. In other words, we hypothesize that given three nodes v1, v2, v3 ∈
V , if Eu contains the three edges {v1, v2}, {v1, v3} and {v2, v3}, then there is a higher prob-
ability that the three corresponding relationships are reciprocal. Fig. S3 shows the Empirical
Cumulative Distribution Function (CDF) for the number of mutual friends between connected
pairs. Indeed, we find that the probability that a node v1 will form a reciprocal connection with
node v2 grows with the number of friends that v1 and v2 share in common.

The number of common friends can be a misleading indicator when one of the subjects is
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highly connected. Therefore, we also compute the Jaccard-coefficent J , which normalizes the
size of the common friends by the number of total friends. Conceptually, the Jaccard-coefficent
captures the probability that a randomly selected node from the union of the friends of the two
nodes, would result in a common friend of the two nodes. Stated formally, the Jaccard-coefficent
is computed as follows:

J(v1, v2) =
|Γ(v1) ∩ Γ(v2)|
|Γ(v1) ∪ Γ(v2)|

Note that although Liben-Nowell et al. [9] showed that the performance of the Jaccard-
coefficient is worse than the number of common friends in the case of predicting the existence
of edges; our findings for predicting the type of edges (i.e. reciprocal or unilateral) indicate
that the Jaccard-coefficient provides a better signal. In Fig. ??, we find that reciprocal friend-
ships exhibit higher average in the Jaccard coefficient, which is expected as higher values could
indicate higher embeddedness.

While the Jaccard-coefficent imposes some sort of a penalty to highly connected nodes,
the Adamic and Adar score α gives more weight to low degree common friends (i.e., penalty
to highly connected friends). This score was originally proposed as a metric for computing
similarity between two web pages. For |Γ(v1) ∩ Γ(v2)| > 0 the measure can be computed as
follows:

α(v1, v2) =
∑

v3∈Γ(v1)∩Γ(v2)

1

log(|Γ(v3)|)

Fig. ?? shows the distribution of α for both, unilateral and reciprocal edges.
Another measure for embeddedness is the clustering coefficient Ct. It is defined as the num-

ber of triangles in which a node participates normalized by the maximum possible number of
such triangles [10]. Although the original measure is used to quantify the clustering coefficient
for a single node or the average value in the global graph, it is possible to compute a score
for an edge between two nodes by multiplying the clustering coefficient of the two nodes [9].
Denoting the number of triangles around a node v as t(v), the measure can be computed as
follows:

Ct(v1, v2) =
2t(v1)

|Γ(v1)| (|Γ(v1)| − 1)
× 2t(v2)

|Γ(v2)| (|Γ(v2)| − 1)

Fig. S3 shows unilateral friendships exhibit lower average in clustering coefficient, which
indicates a weaker intimacy when forming relationships.

We also compute the Preferential Attachment Score ω based on the well known ‘rich gets
richer’ model (see Fig. S3). The concept proposes that the probability of connecting two nodes
is proportional to their degree. Newman [11] suggested using multiplication as an aggregation
function for the two degrees. This suggestion is based on the work done by Newman [11]
and Barabasi [12] on edge prediction for co-authorship networks. The measure is computed as
follows:

ω(v1, v2) = |Γ(v1)| × |Γ(v2)|
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Another useful measure — articulated in the context of sociology by Freeman [13] — is
the Edge Betweenness Centrality eb. This measure captures the total amount of flow across the
edge assuming that the flow is evenly distributed on both nodes [14]. This can be computed as
follows:

eb({v1, v2}) =
∑
s,t∈V

σ(s, t|{v1, v2})
σ(s, t)

Where σ(s, t) is number of all shortest paths and σ(s, t|{v1, v2}) is the number of those
paths passing through the edge {v1, v2}.

We find that unilateral connections, generally, exhibit higher average, median, and maxi-
mum Edge Betweenness score (see Fig. S3). This is not surprising, as edges connecting nodes
from different communities could be an indicator for weaker relationship.

6 Social Centrality
It is known that hierarchical social organization is highly characterized by acts of subordination
and dominance. In particular, group organization is shaped by ordered, linearly transitive social
relationships and adaptive advantages of divisions of labor and social roles [15].

In this work we used four common measures to capture the Social Centrality (SC) of a
node in the network, namely, Degree Centrality, Closeness Centrality, Eigenvector Centrality
Betweenness Centrality.

Given a relationship between two nodes, we compute each one of the centrality measures
for each dyad and take the difference, denoted by ∆Cd, ∆Cc, ∆Cb, and ∆Ce.

The degree centrality Cd for a node v1 is the fraction of nodes it is connected to. This can
be formulated as follows:

Cd(v1) =
|Γ(v1)|
|V |

The closeness centralityCc for a node v1 measures the inverse of the sum of the shortest path
distances between v and all other nodes normalized by the sum of minimum possible distances.
This can be formulated as follows:

Cc(v1) =
n− 1∑

v2∈V

σ(v1, v2)

where σ(v1, v2) is the length of the shortest path between v1 and v2, and n is the number of
nodes in the connected part of the graph containing the node v1.

The betweenness centrality Cb for a node v1 is similar to the edge betweenness, however,
computed for each node independently.

Cb(v1) =
∑
s,t∈V

σ(s, t|v1)

σ(s, t)
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Where σ(s, t) is the number of shortest paths and σ(s, t|v1) is the number of those paths passing
through node v1.

The eigenvector centrality Ce uses the power method to find the eigenvector for the largest
eigenvalue of the adjacency matrix of Gu (see [16]).

Fig. S4 shows the average difference in Social Centrality (SC) between pairs. We find that
larger differences seem to indicate lower likelihood for reciprocity.

While SC features take a purely dyadic view of friendship tie formulation, according to
which the friendship strength is determined only by the characteristics of the individuals it
connects, SE features take into account the global view in which tie strength is driven by the
entire network topology.

7 Predicting Reciprocity and Directionality
We construct models and analyze the predictive power of the identified Social Embeddedness
and Social Centrality measures in two classification tasks: first, predicting reciprocity (i.e.,
reciprocal vs unilateral ties), and second, predicting directionality (i.e., direction of unilateral
ties).

For each classification task, we train and test a classifier in K-fold cross-validation (K =
10), to ensure that test observations were not used during training. In both cases, we report
the summarized sensitivity and specificity of the classifier using the average area under the
receiver-operator characteristic curve (AUC). We also calculate a 95% confidence interval (CI)
by Bootstrap re-sampling for comparison (calculated using 10,000 bootstraps). We compare the
results to the baseline classifier, which simply predicts the majority class as a benchmark for
the trained classifier (and which always produces 0.5 AUC score).

First, we used a simple Logistic Regression classifier and a single feature for each classifi-
cation task (i.e. number of common friends for the first task and difference in degree centrality
for the second task). When trying to identify reciprocal ties, the Logistic Regression classifier
performed significantly better than the baseline obtaining 0.81 AUC (95% CI: 0.77 – 0.85). As
for identifying the direction of unilateral ties, the Logistic Regression classifier performed bet-
ter than the baseline, although the results obtained were less compelling: an average AUC of
0.61 (95% CI: 0.58 – 0.66).

Finally, we used all 10 investigated features (6 SE features and 4 SC features as described
in the Supplementary Materials) to train a Random Forest classifier for each classification task,
obtaining encouraging results for both classification tasks: an average AUC of 0.85 (95% CI:
0.82–0.87) for the reciprocal classification task and an average AUC of 0.75 (95% CI: 0.70–
0.80) for the directionality task. The performances of the two classification tasks are reported
in Fig. S5.

Single Features Performance For each identified Social Embeddedness feature, we use a
simple Logistic Regression classifier to predict the reciprocity of a tie. Training and testing
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are done in 10-fold cross-validation and we report the average AUC for each of the features in
Fig. S6.

Similarly, for each identified Social Centrality feature, we use a simple Logistic Regression
classifier to predict the directionality of a unilateral tie. Training and testing are done in 10-fold
cross-validation and we report the average AUC for each of the features in Fig. S7.

8 Reciprocal Ties and Incoming Edges Factors
In this section, we explore the effect of Social Embededdness (SE) and Social Centrality (SC) on
the Probability of an ego to form a reciprocal tie or be perceived as a friend (i.e., incoming edge)
in the Friends and Family dataset. Control variables include whether the dyad have the same
country of origin, ethnicity, and gender. In both cases, we use a logit model for the friendship
ties in the network as follows:

Yi = Bernoulli(πi)

πi =
1

1 + e−Xiβ

Where Xi represents the vector of control variables including whether the dyad have the same
country of origin (values 0 or 1), ethnicity (values 0 or 1), and gender (values 0 or 1).

Where for the SE (Recall that |Γ(v1) ∩ Γ(v2)| is the number of common friends):

Xiβ = β0 +Xi,genderβ1 +Xi,ethnicityβ2 +Xi,originβ3 +Xi,|Γ(v1)∩Γ(v2)|β4

While for the SC logit model, we incorporate the difference in degree centrality ∆Cd:

Xiβ = β0 +Xi,genderβ1 +Xi,ethnicityβ2 +Xi,originβ3 +Xi,∆Cd
β4

Table S5 shows the coefficients for both models. In order to compute the expected prob-
abilities of forming reciprocal ties or incoming-ties for each number of common friends or
difference in centrality value, we simulate β̃ from the sampling distribution of the estimated β̂:

β̃ ∼MVN(β̂, V̂ (β̂))

Where V̂ (β̂) is the variance covariance matrix. We then choose one value for the explanatory
variable (i.e., specific number of common friends) and hold all other covariates at their me-
dian value and donate the vector of values Xc. Using Xc and β̃, we calculate the systematic
component π̃ as:

π̃ =
1

1 + e−Xcβ̃

Then for each π̃ draw, we simulate from the stochastic component:

Ỹc = Bernoulli(π̃)

Then we report the mean of these simulations for each π̃,E[YC ] and the 95% confidence interval
using the 2.5% and 97.5% quantiles from 10,000 simulations.
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Table S5: Logit coefficients for the reciprocal ties and incoming unilateral tie.

Reciprocal ties Incoming ties
Number of common friends 0.19∗∗∗

(0.02)
Same gender 0.10 −0.03

(0.19) (0.21)
Same country of origin 1.08∗∗∗ 0.37

(0.26) (0.26)
Same religion 0.39 0.32

(0.23) (0.25)
Same ethnic group −0.09 −0.27

(0.23) (0.25)
∆degree −3.89∗∗∗

(1.08)
(Intercept) −2.61∗∗∗ −0.28

(0.23) (0.19)

BIC 737.81 548.05
Log Likelihood -349.26 -256.18
Deviance 698.52 512.36
Num. obs. 698 383
∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05

9 Additional Datasets
We repeat some of the analyses we performed on the Friends and Family dataset using additional
datasets with the aim to verify whether our findings have a more general validity. We consider
datasets collected in the US, Europe, and the Middle East to take into account the possible
effects of cultural differences.

Reality Mining This dataset was collected in 2004 in the US [2]. The goal of this study was
to explore the capabilities of the smart phones that enabled social scientists to investigate hu-
man interactions beyond the traditional survey-based or simulation-based methodology. The
subjects were 75 students or faculty in the MIT Media Lab, and 25 incoming students at the
MIT Sloan business school adjacent to the Media Lab. Out of the 75 Media Lab participants, 20
were incoming masters students and 5 were incoming MIT freshman, and the rest had remained
in the Media Lab for at least a year. In a survey at the end of the collection period, participants
have been asked who they usually spend time with, both in the workplace and out of the work-
place, and who they would consider to be within their circle of friends (providing just a binary
indication of friends/not friends).

14



Strongest Ties This study took place during a full semester course (13 weeks) at a large
European university and was designed to measure human interactions across a variety of com-
munication channels [17]. Specifically, data was collected on face-to-face interactions, telecom-
munication, social networks, location, and background information (personality, demographic,
health, politics) for a densely connected population, using state-of-art smartphones as social
sensors. Participants were students in an advanced course, involving work with high-level pro-
gramming, data modelling, and simple machine learning. At the beginning of the course, 80
out of the 95 students agreed to participate in the study. Participants were asked to rate how
well they knew all the other participants, using a 12-points grading scale: 0 - I do not know this
person; 2 - I recognize this person, but we never talked; 4 - Acquaintance (we talk or hang out
sometimes); 7 - Friend; 10 - Close friend; 12 - One of my best friends.

Social Evolution This dataset was collected in 2008 in the US [18]. The study was designed
to investigate the adoption of political opinions, diet, exercise, obesity, eating habits, epidemio-
logical contagion, depression and stress, dorm political issues, interpersonal relationships, and
privacy. The data collection covered the locations, proximities, and phone calls of more than
80% of residents who lived in the dormitory used in the Social Evolution experiment, as cap-
tured by their cell phones from October 2008 to May 2009. This dormitory had a population
of approximately 30 freshmen, 20 sophomores, 10 juniors, 10 seniors and 10 graduate student
tutors. Friendship surveys were collected monthly, asking participants to indicate whether they
share a relationship with another participant at the time of survey. The surveyed relationships
(that we consider as friendships) were: “close friends”, “participated in at least two common
activities per week”, “discussed politics since the last survey”, “shared all tagged Facebook
photos”, “shared blog/live journal/Twitter activities”.

Personality Survey This data was collected as part of a research project in a large Middle
Eastern university during an undergraduate course at the Information Systems Engineering de-
partment. 90 students in the class agreed to participate in the survey. The survey comprised
questions about personality, empathy, technical proficiency, and friendship. Part of the survey
was a self-reported questionnaire on students’ friendship relationship with the other students in
the class. Each participant was asked to score other participants on a 0–5 scale: 0 - I do not
know this person; 1 - I recognize this person, but we never talked; 2 - Acquaintance (we talk or
hang out sometimes); 3 - Friend; 4 - Close friend; 5 - One of my best friends.

Not All Friendships Are Reciprocal The participants of all the considered studies were
asked to indicate their friendship relationships and the closeness with other participants through
self-reported surveys. Fig. S8 shows that for the additional datasets, as well as in the Friends
and Family study, the percentage of reciprocal ties is below 55%. This supports our hypothesis
that generally not all friendships are reciprocal.
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Predicting Reciprocity and Directionality In this study, we investigated the predictability
of reciprocity and directionality of ties in the Friends and Family dataset based on the topo-
logical structure of the undirected and unweighted social network. We were interested in two
classification tasks: (1) predicting the type of a friendship relationship, i.e. reciprocal or uni-
lateral, (2) predicting the directionality of a friendship tie, i.e. incoming or outgoing. We used
10 features belonging to two categories—Social Embeddedness and Social Centrality—to train
a Random Forest classifier for each classification task, and tested it on the Friends and Family
dataset obtaining encouraging results: an average AUC of 0.85 (95% CI: 0.82–0.87) for the first
classification task and an average AUC of 0.75 (95% CI: 0.70–0.80) for the second.

We repeat the evaluation of both classification tasks on additional datasets (table S6). We
obtain results very close to the ones with the Friends and Family dataset for all additional
datasets, with a noticeable drop in performance only for the Reality Mining and Reciprocity
Survey datasets. In the first classification task (reciprocal vs unilateral, Fig. S9) the average
AUC for the additional datasets (0.78 on average) is generally slightly lower than in the Friends
and Family dataset (0.85). On the contrary, in the second classification task (incoming vs outgo-
ing, Fig. S9) the average AUC for the additional datasets (0.89 on average) is generally higher
than in the Friends and Family (0.75).

Table S6: Evaluation results of reciprocity and directionality classification on additional
datasets.

Dataset
Reciprocal vs Unilateral Incoming vs Outgoing

Average AUC 95% C.I. Average AUC 95% C.I.
Friends and Family 0.85 [0.82–0.87] 0.75 [0.70–0.80]
Strongest Ties 0.78 [0.72–0.83] 0.80 [0.72–0.88]
Reality Mining 0.57 [0.46–0.64] 0.71 [0.47–0.86]
Social Evolution 2008-09-09 0.77 [0.70–0.78] 0.97 [0.96–0.98]
Social Evolution 2008-10-19 0.81 [0.78–0.84] 0.96 [0.94–0.97]
Social Evolution 2008-12-13 0.78 [0.76–0.80] 0.94 [0.93–0.95]
Social Evolution 2009-03-05 0.83 [0.80–0.84] 0.96 [0.96–0.97]
Social Evolution 2009-04-17 0.83 [0.79–0.85] 0.97 [0.96–0.98]
Social Evolution 2009-05-18 0.81 [0.79–0.83] 0.97 [0.96–0.98]
Personality Survey 0.90 [0.89–0.91] 0.96 [0.95–0.97]
Reciprocity Survey 0.73 [0.69–0.76] 0.69 [0.63–0.76]
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[10] J. Saramäki, M. Kivelä, J.P. Onnela, K. Kaski, and J. Kertesz. Generalizations of the
clustering coefficient to weighted complex networks. Physical Review E, 75(2):027105,
2007.

[11] M.E.J. Newman. Clustering and preferential attachment in growing networks. Physical
Review E, 64(2):025102, 2001.
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Figure S3: Social Embeddedness features show high discrepancies between reciprocal and uni-
lateral edges. These discrepancies can be used to distinguish the type of tie from undirected
networks.
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Figure S4: Social Centrality features show discrepancies between reciprocal and unilateral
edges.
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Figure S5: Mean ROC curves demonstrating the model performance in predicting ties type.
Panel (A) shows the prediction performance for reciprocal ties (AUC = 0.85, 95% CI: 0.82–
0.87). Panel (B) shows the model performance in prediction incoming ties (AUC = 0.75, 95%
CI: 0.70–0.80).
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Figure S6: The y-axis represents the area under the receiver-operating characteristic curve and
the error bars represent the 95% confidence intervals. Confidence intervals are constructed
using the 2.5% and 97.5% quantiles from 1000 bootstrap replicates. The dashed horizontal line
is the baseline.
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Figure S7: The y-axis represents the area under the receiver-operating characteristic curve and
the error bars represent the 95% confidence intervals (calculated via 103 bootstraps). The dashed
horizontal line is the baseline.
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Figure S8: Fraction of reciprocal ties in additional datasets. The fraction of reciprocal ties for
the Friends and Family study is reported (dark blue) next to the fraction observed in additional
datasets (light blue): Reality Mining, Strongest Ties, Social Evolution study, a Personality Sur-
vey, and our Reciprocity Survey. The Social Evolution study is split into six temporal slices, and
we report each of them as a separate dataset. The average percentage of reciprocal tie for the
entire Social Evolution study is 35%.
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Figure S9: Comparison of classification results with additional datasets. We repeat the two clas-
sification tasks (reciprocal vs unilateral (A), incoming vs outgoing (B)) on additional datasets
and report the results for the Friends and Family study (dark yellow) next to the additional
datasets (light yellow): Reality Mining, Strongest Ties, Social Evolution study, a Personality
Survey, and our Reciprocity Survey. The Social Evolution study is split into six temporal slices,
and we report each of them as a separate dataset. We report the average AUC of the results pro-
vided by a Random Forest evaluated with a 10-fold cross-validation method and the confidence
intervals at 95% computed via bootstrapping.
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