**Supplementary Methods**

In this supplementary methods section, we will report a completely automated algorithm for adipocyte detection that was used for the cross-sectional area analysis (CSA). The automated image segmentation algorithm for adipocyte tissue contains two steps: 1) Machine learning based automatic detection of the geometric center of the adipocytes, and 2) a gradient vector field (GVF) snake based automatic segmentation that adopts color gradients.

**Machine learning based automated adipocyte detection:**

In this step, image textures (intensity distribution patterns) are used to as image features to distinguish adipocyte centers and boundaries. Textons [[1](#_ENREF_1)] are defined as repetitive local features that humans perceive as being discriminative between textures. We use the multiple scale Schmid filter bank [[2](#_ENREF_2)] composed of 13 rotation invariant filters:

$$F\left(r, δ, τ\right)=F\_{0}\left(δ,τ\right)+cos⁡(\frac{πγτ}{δ})e^{-\frac{r^{2}}{2δ^{2}}}$$

The image filtering responses are clustered using *K-*means to generate a large codebook. A texton library is constructed from the corresponding cluster centers. The pixel-wise segmentation of imaged adipocytes is performed by automatic classification. Based on the labeled ground truth masks, 2000 positive and negative pixels are extracted from the adipocyte’s boundaries and non-boundary regions in the image. The appearance of the neighbors of each training pixel is modeled by a compact quantized description - texton histogram, where each pixel is assigned to its closest texton using the following equation:

$$h\left(i\right)=\sum\_{j}^{}count(T\left(j\right)=i),$$

where $I$ denotes the digitized adipocyte image, $i $is $i$-th element of the texton dictionary, and $T\left(j\right)$ returns the texton assigned to pixel $j$. The windowed texton histogram is computed around each individual image pixel.

After normalization, the texton histogram actually represents the texton channel frequency distribution in a local neighborhood around the centered pixel. In order to compensate for scale changes, the texton histogram is extracted from 3 different window sizes (4, 8, 16 pixels, respectively) and concatenated into one large feature vector. This concatenated texton histogram is used as image features to train the classifiers. An integral histogram [[3](#_ENREF_3)] is used to calculate the windowed texton histogram. The algorithm starts by exploiting the spatial arrangement of data points. It then recursively propagates an aggregated histogram. The aggregated histogram starts from the origin and traverses through the remaining points along a scan-line. At each step, a single bin is updated using the values of the integral histogram at the previous visited neighboring data points. The integral histogram method speeds up the automatic adipocyte image feature extraction significantly.

The Adaboost is chosen as the classifier for automatic segmentation. AdaBoost works by sequentially applying a classification algorithm on a reweighed version of the training data and produces a sequence of weak classifiers. The weak leaner used in our experiments is classification stump. The strong classifier is assembled from all the weak classifiers to minimize the cost function representing the classification accuracy. Given a test image, we apply the trained strong classifiers for each pixel and separate the image into adipocyte and non-adipocyte regions. Using the multiscale texton histogram, integral histogram, and AdaBoost, a fast and accurate pixel-wise segmentation algorithm can be implemented for detecting the geometric centers of the adipocytes.

**Deformable model based boundary delineation using color gradient**

The gradient vector field (GVF) deformable model algorithm was used to delineate the final adipocyte cell boundaries. The initial contours are driven to adipocyte boundaries by external force defined as:

$∇E\_{ext}\left(Χ\left(s\right)\right)= -Θ$,

where $Χ\left(s\right)=(x\left(s\right),y(s))$ with $x\left(s\right)$ and $y(s)$ denoting coordinates along the contour, $Θ$ represents the GVF field defined as $Θ\left(x, y\right)=\left[u\left(x,y\right),v\left(x,y\right)\right]$.

The color image is first converted into grayscale image to compute $Θ$. In gray-level images, the gradient is defined as the first derivative of the image luminance. It has a high value in those regions exhibiting high luminance contrast. However, simply transforming color images into gray-level images by taking the average of three RGB channels and applying the gray-level image gradient operator does not provide satisfactory results in our applications.

We adopt the definition of gradients for color images [[4-6](#_ENREF_4)] that can fully utilize the color information of digitized adipocyte images. In contrast to previous approaches, we define the color gradient in Luv color space rather than RGB color space, because Euclidean metrics and distances are perceptually uniform in Luv color space, which is not the case in RGB color space [[5](#_ENREF_5)].

Let ℾ$\left(x,y\right): R^{3}$ be a color image, based on classical Riemannian geometry results. The norm can be written in matrix form:

$dℾ^{2}= \left[\begin{array}{c}dx\\dy\end{array}\right]^{T}\left[\begin{matrix}g\_{11}&g\_{12}\\g\_{21}&g\_{22}\end{matrix}\right]\left[\begin{array}{c}dx\\dy\end{array}\right]$,

where $g\_{11}=[∂ℾ/∂x]^{2}$, $g\_{12}=g\_{21}=(∂ℾ/∂x)(∂ℾ/∂y)$, $g\_{22}=[∂ℾ/∂y]^{2}$.

The quadratic form (8) achieves its extreme changing rates in the directions of the eigenvectors of matrix $\left[g\_{i,j}\right], i=1,2, j=1,2,$ and the changing magnitude is decided by its eigenvalues $λ\_{+}$ and $λ\_{-}$. In our approach, we select $\sqrt{λ\_{+}-λ\_{-} }$ to define the color gradient,

$Θ= \sqrt{λ\_{+}-λ\_{-} }$,

where

$$g\_{11}=\left[\begin{array}{c}|\frac{∂L}{∂x}|^{2}\\\frac{∂u}{∂x}|^{2}\\\frac{∂v}{∂x}|^{2}\end{array}\right] g\_{22}=\left[\begin{array}{c}|\frac{∂L}{∂y}|^{2}\\\frac{∂u}{∂y}|^{2}\\\frac{∂v}{∂y}|^{2}\end{array}\right] g\_{12}= g\_{21}=\left[\begin{array}{c}|\frac{∂^{2}L}{∂x∂y}|\\|\frac{∂^{2}u}{∂x∂y}|\\|\frac{∂^{2}v}{∂x∂y}|\end{array}\right] $$

where $L,u,v$ correspond to the three channels in Luv color space. The automatic calculation of the percentage of collagen and elastin is based on an adaptive thresholding followed by a connect component analysis to estimate the area of collagen and elastin.
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