## S3 -- Five Wordnet-based measures of similarity

By default, the similarity measure for a word with itself is 1. For all other word and word sense pairs, the average of the following five measures were taken. The first measure, wup, due to (Wu and Palmer, 1994) is a similarity measure based on path lengths between concepts. The wup measure uses the depth of each concept, that is, the length of the path from the root node to the synset, and the depth of the least common subsumer (LCS) of the two concepts, which is the most specific concept they share as an ancestor. The formula for synsets s1 and s2 is wup(s1,s2) =2 \* depth(LCS(s1,s2)) / (depth(s1) + depth(s2)).If the two synsets are the same the score is 1. The score can never be 0 because the depth of the LCS is never 0 (the depth of the root is 1). 0<x<=1

The two similarity measures of lin(Lin 1998) and jcn(Jiang and Conrath 1997) are based on the notion of information content(IC). IC is a corpus–based measure of the specificity of a concept, measured in terms of the frequency of occurrence of the concept in the corpus. The more specific the concept, the lower its frequency and the higher its IC score. By default, the information content of concepts in these measures is derived from the human-annotated, sense–tagged corpus SemCor (Miller *et al*., 1993). This semantic concordance links every word in the Brown Corpus to its appropriate WordNet sense. The linmeasure scales the information content of the LCS by the sum of the information content of the individual concepts. The jcnmeasure subtracts the information content of the LCS from this sum and takes the inverse to convert the distance to a similarity measure.

lin(s1,s2) = 2 \* IC(LCS(s1,s2)) / (IC(s1) + IC(s2))

jcn(s1,s2) = 1 / (IC(s1) + IC(s2) - 2 \* IC(LCS(s1,s2)))

In using information content of the least common subsumer (LCS) of the two concepts, lin and jcn also take some account of path length. The lin similarity score is always greater than or equal to 0 and less than or equal to 1. If the information content of s1 and s2 are 0, 0 is returned as the score. Similarly for jcn. If IC(s1) + IC(s2) = 0, a score of 0 is returned. If IC(s1) + IC(s2) = 2 \* IC(LCS(s1,s2)), which would be the case if the two input synsets were the same, a maximum relatedness score is returned by finding the smallest possible distance greater than 0 and returning the multiplicative inverse of that distance.

The last two measures of similarity rely on vector-space models (Banerjee and Pedersen, 2002; Pedesen et al., 2004). The Gloss Vector (gv) measure works by forming second-order co-occurrence vectors from the WordNet definitions of concepts, known as glosses. It augments the gloss of each synset with the glosses of adjacent concepts as defined by WordNet relations. The Pairwise Gloss Vector (pgv) measure augments the glosses by forming separate vectors for the hyponyms, holonyms, meronyms, and so on instead of forming a single combined vector for each concept. These scores are also all between 0 and 1.
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