**Text S1 – Statistical Analysis**

**Linear regression**

*y* = *β0* + *β1x* + *ε*  (1)

In Model 1, *y* is the annual admission rate and *x* is the year of admission.

**ARIMA (p,d,q) Models**

For conditions with a unit root, including AMI (0,1,2), angina (0,1,2), stroke (6,1,0) and pancreatitis (3,1,0), Model 2 was used:

(2)

In the above equation, represents the differenced integrated component (*d*);  includes all autocorrelation parameters;  includes the moving-average parameters;  is a dummy variable representing pre-ban (=0) and post-ban (=1) periods; is a count of months after intervention from 1 to 67 (pre-ban months=0) ; is a count of months for the entire study period ; and $ϵ$ is a white-noise disturbance [1]. For appendicitis (0,0,1) and bowel obstruction (0,0,0) without an integrated component, no differenced terms were included (Model 3):

(3)

In the final modeling process, these were changed to differenced models using Model 2 for appendicitis (5,1,0) and bowel obstruction (0,1,4) to ensure the change in ban mean and ban trend were being modeled in the same way for all conditions. Finally, for adult (10,1,0) and pediatric (11,1,0) asthma, where a natural logarithm transformation was required, the model of choice is:

(4)

For COPD, a hinge function was required to account for a change in trend in January of 2000, when COPD admission reached ‘saturation’. The model used for COPD (10,1,0) is:

(5)

In this equation, is a count of months after the ‘hinge’ of January 2000 (pre-hinge months =0).

The mean, range, standard error and median of each time series were examined to determine the shape and spread of the monthly admission rates.

When the variance was more than twice the mean monthly admission rate of the time series, a natural logarithmic transformation of the admission rates was used to stabilize the variance so it was approximately equal throughout the time series. A square root transformation was attempted but did not result in an equal variance throughout the time series.

 The transformed (if appropriate) time series was graphed using both raw data and a first order of differencing to detect any nonstationarity that might be corrected with first-differencing. In addition, a linear regression of the monthly admission rate using Model 1 was performed to detect overall trends in monthly admission rates and to guide the selection of the integrated component.

Next, autocorrelation and partial autocorrelation analysis was conducted using the Portmanteau statistic and autocorrelation and partial autocorrelation graphs, in order to assist in determining the optimal number of autocorrelation and moving average parameters. The Augmented Dickey-Fuller (ADF) unit root test was used to detect the presence of a random walk. The ADF test assumes the null hypothesis of a unit root and the alternative of stationarity. The Durbin-Watson statistic and Durbin’s alternative test for autocorrelation were also used to confirm process stationarity and to detect autocorrelation. A variable selection process was used to obtain the highest significant (P<0.05) autocorrelation lag prior to modeling the time series using Akaike’s Information Criterion (AIC) for a series of autoregression to the maximum lag of 15. Selection of the moving average criteria was guided by a visual examination of moving average plots with a smoother of 2, with higher order smoothers applied if the smoother of 2 improved the fit of the time series.

The initial ARIMA model used the information gathered about the initial p, d and q parameters for the model. From there, the series AIC, Portmanteau’s test for white noise and a visual examination of the autocorrelation and/or partial autocorrelation and residual plots were used to guide the final selection of the best fitting model. Values above and below the initial ARIMA model parameters were tested to see if they lowered the series AIC. The final model used was the model with the lowest AIC, a non-significant (P>0.05) Portmanteau’s test for white noise and autocorrelation and/or partial autocorrelation and residual plots within or very close to the 95% reference lines on the plots.

Because of the nature of respiratory conditions and the apparent seasonal variation seen in the monthly time series graphs, monthly (S=12) seasonal multiplicative ARIMA (p,d,q) (P,D,Q,S) models were considered using the same process as above. These can be defined as:

 (6)

is to seasonally difference the monthly time series and is the sum of the seasonal autoregressive components to lag P. Where natural logarithmic transformations were required, this can be represented as:

 (7)

In completing the age subgroup analyses, small numbers and changes in correlation patterns required the use of different ARIMA (p,d,q) models for both age groups for angina (8,1,0) and for the 35 to 64 year olds for COPD (11,1,0). These models were used to achieve a non-significant white noise test, a lower AIC and reduce significant residuals.

The percent change in admission rates resulting from the ban was calculated using the average monthly pre-ban admission rate and calculating the percent effect of the ban (8) when significant changes in study condition admission rates were found.(8)
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