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S1. Data selection and treatment

Unlike earlier quantitative studies of the Neolithic dispersal, we use both $^{14}$C and (recent) archaeological age determinations in our analysis, since the number of $^{14}$C dates available for Southern Asia is only modest whereas the reliability of absolute archaeological age determinations has improved significantly in recent decades. The data used is presented in the separate Appendix file to this Supporting Information. The $^{14}$C dates presented in Appendix: table S1 come from the web-based database CONTEXT (http://context-database.uni-koeln.de) and from original publications referred to in the table. The absolute archaeological dates for the Indus Valley are presented in Appendix: table S4, having been conveniently compiled in [1]. The absolute archaeological dates for Iran and Afghanistan have been compiled from the various sources referred to in Appendix: table S5. Whenever both archaeological and $^{14}$C dates are available for a site, we used the latter as potentially more accurate.

As discussed in the main text, the first step in our analysis was to group the data into bins according to their distance from a source point in the Jordan Valley, chosen to give the best statistical quality of the resulting analysis. The precise location of the source (Gesher in our case) is largely a technical matter (although it is important that it is within the area of the earliest Neolithic sites in the Near East), and should not be over-interpreted as corresponding to an actual prehistoric point source. As discussed in the main text, the bin width $\Delta D$ was chosen to ensure that most of the bins contain no fewer than 5 data points; table S1 suggests $\Delta D$ in the range 150–250km is a reasonable bin width, and this range is confirmed as acceptable by the line fits obtained with varying $\Delta D$, given in section S3.1, below. The bin width used for the rest of this work is $\Delta D = 200\text{ km}$, and the distribution of the sites between the bins is shown in Fig. S1.

Here and elsewhere in the paper, BCE dates are treated as negative: for example, for $T_1 = 10,000\text{ BCE}$ and $T_2 = 8,000\text{ BCE}$, we have $T_1 < T_2$ as $-10,000 < -8,000$. (Our figures nevertheless plot BCE ages on the positive $y$-axis.)

Since some bins contain a relatively small number of sites, it is essential to ensure that outliers do not affect the result.

Figure S1: The histogram of the number of date determinations per distance bin, of width $\Delta D = 200\text{ km}$, with respect to the source at Gesher. The maroon shading represent archaeological dates belonging to the Neolithic, whereas the $^{14}$C Neolithic dates are shown with gray shading.
Figure S2: The distribution of the age determinations within each bin, of width $\Delta D = 200$ km. Bin 12 (2,200–2,400 km) is empty. In each of these figures, the x-axis is in ‘kyrBCE’ and y-axis is the number of sites. The outliers are identified as described in the text, and are shaded in red.

Table S1: The number of data points per bin for various bin widths

<table>
<thead>
<tr>
<th>Bin width (km)</th>
<th>Total number of bins</th>
<th>Number (%) of bins with more than 5 data points</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>40</td>
<td>28 (70%)</td>
</tr>
<tr>
<td>150</td>
<td>26</td>
<td>21 (81%)</td>
</tr>
<tr>
<td>200</td>
<td>20</td>
<td>17 (85%)</td>
</tr>
<tr>
<td>250</td>
<td>16</td>
<td>14 (87%)</td>
</tr>
<tr>
<td>300</td>
<td>13</td>
<td>12 (92%)</td>
</tr>
<tr>
<td>350</td>
<td>11</td>
<td>9 (81%)</td>
</tr>
<tr>
<td>400</td>
<td>9</td>
<td>7 (78%)</td>
</tr>
</tbody>
</table>
The outliers, shown in Fig. S2, were identified using the interquartile ranges [34]: with \( Q_1 \) and \( Q_3 \) being the first and third quartiles of the distribution of dates with a bin (i.e., 25% of the dates in the bin are earlier than the date \( Q_1 \) and 25% of the dates are later than \( Q_3 \)), a date \( T \) is treated as an outlier if it is separated from the nearest quartile by more than three interquartile ranges; i.e., if

\[
T < Q_1 - 3(Q_3 - Q_1) \quad \text{or} \quad T > Q_3 + 3(Q_3 - Q_1).
\]

Twenty five dates are classified as outliers according to this criterion. The change in the results obtained after the removal of these 25 outlier dates is not significant. Therefore, results presented in this work were obtained without discarding these outliers.

**S2. The earliest Neolithic dates**

Many sites have multiple \(^{14}\)C date determinations and their treatment depends on the nature of the site and the dates (see also [35]). If there are reasons to believe that a group of dates are contemporary and only differ because of random errors, then all such dates can be used towards the analysis. We used a statistical clustering analysis to isolate, where possible, a distinct group (cluster) of the earliest Neolithic dates (using the ‘mclust’ Gaussian mixture model of R, as described in the main text). A similar treatment has been incorporated into OxCal 4.2 (http://c14.arch.ox.ac.uk/embed.php?File=oxcal.html) [40] as a part of the grouping analysis [41], in particular where a group of events within a sequence that can be considered as randomly sampled from a Gaussian distribution (the Sigma_Boundary option of OxCal). Where the earliest dates were not well fit by a Gaussian mode, we considered instead the group of all dates lying within 350 years of the oldest date. (Where no other dates are within 350 years of the oldest date, the earliest date itself is simply taken.) Then we either used all individual dates and uncertainties within these earliest groups in our analysis (as described in Fig. S3a), or used for each group a representative date and uncertainty obtained from the cluster/group analysis (as described in Fig. S3b).

To verify the stability of our results under modifications of the data set, we performed our analysis using the single representative values for the sites with multiple \(^{14}\)C dates (i.e., based on Fig. S3b: ‘One Site-One Date’; see also Appendix: table S2). Another variation of the data set, used for the same purpose, was to include or exclude the dates provided in [42] where the attribution of some \(^{14}\)C dates as Neolithic is more inclusive than that in [3]. The variation in the final fits resulting from these variations in the data sets was used to estimate the uncertainty of our results, as presented in the main text. However, our main results were obtained with the largest data set available (i.e., including the dates from [42], and without replacing groups of dates by their representative averages; i.e., based on figure S3a).

The Gaussian mixture model was accepted for the earliest group when the following criteria are satisfied:

1. The earliest group (cluster) contains three or more dates.

2. The standard deviation of the dates in the earliest cluster, \( \sigma_1 \), does not exceed \( \sigma_{\text{min}} = 175 \text{ yr} \), a typical accuracy of the Neolithic \(^{14}\)C dates in our sample estimated below.

3. There is no overlap between the earliest and second earliest clusters within their standard deviations (half-widths).

In other words, the two probability density functions do not cross within the ranges \( T_1 \pm \sigma_1 \) and \( T_2 \pm \sigma_2 \), where
Figure S4: An illustration of the various situations encountered when calculating the earliest Neolithic date for sites with multiple $^{14}$C date determinations, showing the histograms of the dates and the Gaussian-mixture fits to them (using the mclust routine of R) for each of the following sites: (a: top left) Körtik Tepe, (b: top right) Bouqras, (c: middle left) Sarazm, (d: middle right) Çatalhöyük East, (e: bottom left) ‘Ain Ghazal and (f: bottom right) Djade. The Gaussian curves shown with a dashed black line in (a) and (b) represent well-defined earliest clusters according to criteria (1)–(3) of Section S2; dashed curves in other colors show later clusters. In Panels (c)–(f), results of the Gaussian mixture modeling are not acceptable.
$T_1$ and $T_2$ are the the mean dates of the earliest and second earliest clusters, respectively, and $\sigma_1$ and $\sigma_2$ are the corresponding standard deviations.

The clustering analysis is illustrated in Fig. S4 for six sites selected to represent the range of situations encountered. Each dashed curve in these figures represents one cluster (i.e., one Gaussian mode). Panels (a) and (b) show well-defined clusters; the former has no significant overlap between the earliest (black dashed curve) and second earliest (red dashed curve) groups, the latter has some overlap, but the separation of the maxima is wider than the sum of the two standard deviations. For sites with a similarly strong clustering, we show the cluster mean date and standard deviation in Appendix: table S2 and label that entry with ‘C’ in Column 2.

The dates shown in Panels (c)–(f) do not have well-defined clusters of the earliest dates according to the above criteria, and the Gaussian mixture model is not used in such cases. In Panel (c), the earliest ‘cluster’ contains a single $^{14}$C date (fewer than the minimum of three dates). In Panels (d) and (e), the standard deviation of the dates in the cluster exceeds $\sigma_{\text{min}} = 175$ yr. In Panel (f), the two clusters overlap.

In such cases, where a distinct earliest cluster of dates cannot be isolated, we use the average of all those dates which lie within 350 years (= $2\sigma_{\text{min}}$) of the earliest date at that site. The resulting average value and the standard deviation are shown in Appendix: table S2, labeled ‘A’. If the gap between the two earliest $^{14}$C dates exceeds 350 years, we simply the earliest date available, labeled ‘O’.

The BOUNDARY facility of OxCal might be also used to derive the probable date of the appearance of the Neolithic at a given site or at a certain distance from the source (i.e., within a distance bin). Unfortunately, the data available in this work are too scarce to warrant this approach.

### S2.1. Data uncertainty

The published precision of the $^{14}$C dates represents not their full accuracy but rather the error in the laboratory measurement of the $^{14}$C content in the sample [34–36]. The calibration error alone amounts to at least 50–150 yr for the Early Neolithic period. In a specially designed experiment, Mazurkevich et al. [37] (see also [38]) obtained 35 $^{14}$C dates for wooden structures belonging to four Late Neolithic dwellings in the Serteya Valley (Smolensk region, Russia) apparently constructed during a single season, so that there is every reason to expect all the dates to be contemporaneous in the sense of radiocarbon dating. The empirical standard deviation of the calibrated dates for the dwellings are 113, 83, 129 and 184 yr. Thus, the accuracy of the $^{14}$C age determination is 100–200 yr in this case.

Dolukhanov et al. [35] suggest that $\sigma_{\text{min}} = 100–130$ yr for early Neolithic sites in Central and Eastern Europe. Careful inspection of the $^{14}$C dates in our sample suggests that $\sigma_{\text{min}} = 175$ yr can be adopted as the minimum uncertainty of the $^{14}$C dates for this work. We note that underestimated errors are more problematic for statistical analyses than overestimated ones. We therefore take

$$\sigma_i = \max(\tilde{\sigma}_i, 175 \text{ yr}),$$

where $\tilde{\sigma}_i$ includes the laboratory error (as published together with uncalibrated $^{14}$C dates) and the calibration error.

For archaeological dates, the uncertainty $\sigma_i$ is taken to be the time span of the relevant archaeological stage. This gives uncertainties of up to 300 yr.

In fact, for the envelope fitting method using weightings based on the relative age within each bin (described in the main text, and below), the weighting associated with the individual date uncertainties is rather unimportant, compared to the imposed weighting. Calculations combining both sources of weighting have been made, but the results do not differ significantly from those using only the imposed weightings. For simplicity, in the present work we present only the results from the latter case.

For the envelope fitting method using percentile values for each bin, the uncertainty associated with the calculation of the percentile ($\sigma_{\%}$) is typically greater than the individual dating uncertainties, and so the former value is normally used as the uncertainty $\sigma_i$ for bin $i$. As mentioned in the main text, the uncertainty $\sigma_{\%}$ (along with the best estimate of the percentile value, $T_{\%}$) is estimated by bootstrapping (resampling). For each bin, 10,000 synthetic data sets were created by choosing $m$ dates at random from the full set of $m$ dates within the bin. This is resampling with replacement, so in each synthetic set a random fraction of the original dates are replaced by duplicated original dates. (On average, this fraction will be 37% [54].) The percentile value for each synthetic set is calculated; the mean of these values is taken as $T_{\%}$, and the standard deviation as $\sigma_{\%}$. For some bins, including those where the oldest dates are multiple archaeological dates from the same stage, assigned identical dates, this procedure can give rather small values of $\sigma_{\%}$ (since the synthetic sets very often still include multiple identical earliest dates, and the relatively high percentile value becomes exactly this date). As such small uncertainties are not sensible, given that all of the individual dates going into the calculation are only known to some accuracy $\sigma_i$ (for date $i$), the value of $\sigma_{\%}$ is taken to be a minimum of 300 yr (from the maximum archaeological dating uncertainty); i.e., the uncertainty for bin $i$ is taken as $\sigma_i = \max(\sigma_{\%}, 300 \text{ yr})$.

Similar results were obtained using alternative bootstrapping procedures (where a fixed fraction of the dates within each bin were replaced in each synthetic data set), and using jackknife methods (where synthetic data sets were created by removing a fraction of the dates within each bin, without replacement).
S3. The envelope of the data points in the \((T, D)\)-plane

A propagating front of a spreading population (or of any other diffusing quantity) is the location where the population density (or other relevant density) reaches a constant value, arbitrary but much smaller than the maximum density far behind the front. In systems controlled by the reaction-diffusion equation, a popular model in a wide range of population dynamics applications, fronts propagate at a constant speed. Spread at a constant speed has been identified as a salient feature of the Neolithic dispersal in Europe, which suggests that various modifications of the reaction-diffusion equation and the properties of its solutions provide a suitable basis for the mathematical modeling of the Neolithic dispersal. It is therefore natural to expect that the large-scale spatio-temporal features of the spread of the Neolithic in Asia can also be modeled assuming a constant speed \(U\):

\[
T_0(D) = T_* + D/U,
\]

where \(T_0(D)\) is the time of the first appearance of the Neolithic at a distance \(D\) from the source of the spread and \(T_*\) is the time when the spread started. This dependence can be fitted to the data to determine \(T_*\) from the Near East.

With the weighted least squares method, the best-fitting values of \(U\) and \(T_*\) are those that provide a minimum, \(\hat{X}^2\), with respect to \(U\) and \(T_*\), of the sum of squares of the deviations of the model of Eq. (S1) from the data \(T_i\) weighted with the uncertainties \(\sigma_i\); i.e.,

\[
X^2 = \sum_{i=1}^{n} \left( \frac{T_i - T_0(D_i)}{\sigma_i} \right)^2, \quad \hat{X}^2 = \min_{(U,T_*)} X^2,
\]

where \(n\) is the number of the data points. \(T_0(D_i)\) is the model first arrival time calculated from Eq. (S1) at the site \(i\), which is at distance \(D_i\) from the source and has the observed arrival time \(T_i\). As discussed in the main text, we consider fits of the form (S1) to either weighted data or to the 95%-iles of the binned data. When the weighted data are being used, in Eq. (S2) by \(w_i|T_i - T_0(D_i)|^2\), with \(w_i\) defined in the main text.

The statistical quality of the fit can be conveniently quantified in terms of the coefficient of determination

\[
R^2 = 1 - \frac{\hat{X}^2}{S^2},
\]

where \(S^2\) is a measure of the deviation of the data from their overall mean value \(\bar{T}\):

\[
S^2 = \sum_{i=1}^{n} \left( \frac{T_i - \bar{T}}{\sigma_i} \right)^2,
\]

with (see, e.g., [39])

\[
\bar{T} = \frac{\sum_{i=1}^{n} T_i/\sigma_i^2}{\sum_{i=1}^{n} 1/\sigma_i^2}.
\]

The coefficient of determination represents the fraction of the data variability that is accounted for by the model: \(R^2 = 1\) indicates that the entirety of the scatter of the data points is explained by the model (i.e., the fit is perfect).

The weighted least-squares method implicitly assumes that the data points follow the statistical model \(T_i = T_0(D_i) + \epsilon_i\), where \(T_0(D) = T_* + D/U\) is our fitting function, and the errors \(\epsilon_i\) are drawn from normal distributions with variance \(\sigma_i^2\). For our percentile method, the root mean square value of \(\sigma_i\) (as obtained by bootstrapping) is 640 yr whereas the root mean square residual from our best constant speed fit (as presented in the main paper) is 990 yr. So the uncertainties in the calculation of the percentile values do not fully explain the residuals between the data and our fit. This is not particularly surprising, or concerning, since we know that our model is highly simplified, and expect deviations arising, for example, from regional variations in the local speed of spread.

An alternative formalism which explicitly includes this anticipated misfit assumes that the data points follow the statistical model \(T_i = T_0(D_i) + \epsilon_i + \epsilon_i\), where \(\epsilon_i\) is as above, and \(\epsilon_i\) is an additional term quantifying the additional uncertainty in our model, drawn from a normal distribution with variance \(\sigma^2\); here \(\sigma\) is a global parameter of this model. This formalism is used in the maximum likelihood approach, which seeks the best fit by maximising the likelihood of the fit (i.e., the likelihood of the fit parameters, given the data); or equivalently, maximising the log of the likelihood, given for this model by

\[
L = \frac{1}{2} \sum_{i=1}^{n} \ln \sigma_i^2 - \frac{1}{2} \sum_{i=1}^{n} \left( \frac{T_i - T_0(D_i)}{\sigma_i^2} \right)^2, \quad \hat{L} = \max_{(U,T_*,\sigma)} L,
\]
where $\bar{\sigma}^2 = \sigma^2 + \sigma^2$. In the case of equal uncertainties $\sigma_i$, this formalism gives the same fits as the weighted least squares formalism. Applying this method to our percentile data with the $\sigma_i$ obtained from bootstrapping gives a maximum likelihood estimate of $\sigma$ as 610 yr, and we note that distribution tests suggest that the residuals are well modelled as coming from a normal distribution. The values of $U$ and $T_\ast$ for this fit do not differ significantly from those for the weighted least squares method, and for simplicity we present only the latter in this work.

### S3.1. Constant-speed fits

The simplest model is that with a constant $U$, as presented above. The two methods of fits considered — using relative weightings based on the relative age within each bin, and using percentile values for each bin — were applied to this model as described in the main paper. The best fits obtained for the two methods — using bin width $\Delta D = 200$ km, $\tau = 200$ yr for the weighting method and the 95%-ile value for the percentile method — were presented there. Here we present plots showing the relative insensitivity of the fits to the choices of bin width, weighting timescale and percentile value.

Figure S5a shows that $U$ varies by only 0.1 km/yr as $\Delta D$ changes from 150 to 250 km. Likewise, the results depend on $\tau$ very weakly. Figure S5b shows that percentile levels between 85 and 97%, and bin widths in the range 150–250 km, produce a similarly small variation in the values of $U$.

The effect of variations of $\Delta D$, $\tau$ and percentile level on the intercept of the fits, $T_\ast$, is similarly mild.

### S3.2. Variable-speed fits

There are several reasons to consider models with variable $U$. We are really interested here in the spread of the Neolithic beyond the Fertile Crescent, where a noticeable fraction of our $^{14}$C dates belong. These dates are useful in determining the starting date of the spread, but not its speed throughout most of South Asia. Furthermore, the Zagros Mountains separate regions with very different climate and topography, and this may have affected the Neolithic dispersal. Therefore, we also considered a model which allows for a change in $U$ at a certain distance $D_0$ from the source. (The choice of $D_0$ is described below.) Given the scarcity of the data available, we only considered the simplest models of this type, where $U$ is constant on either side of $D_0$.

Instead of Eq. (S1), we thus consider the following model (similar to that of [49]):

$$T_0 = \begin{cases} T_{+1} + D/U_1 & \text{if } D < D_0, \\ T_{+2} + D/U_2 & \text{if } D > D_0, \end{cases}$$

with parameters $T_{+1}$, $U_1$, $T_{+2}$, $U_2$ and $D_0$. Here $U_1$ and $U_2$ are the speeds of dispersal west and east of the Zagros (or any other transition region), respectively. This model allows for the dependence of $T_0$ on $D$ to be discontinuous or continuous at $D = D_0$. (The discontinuous fit allows for a hiatus in the spread at $D_0$.) In the continuous case, $T_{+2} = T_{+1} + D_0(U_1^{-1} - U_2^{-1})$ and the model has one fewer independent parameter. $T_{+1}$ and $T_{+2}$ are the times of the start
of the spread projected to the source, $D = 0$. In the case of $T_{\ast 2}$, this is outside the range of relevance of the second part of the fit, so it may be more useful to consider the time $T_{\alpha}$ when the Neolithic started spreading at speed $U = U_2$ (i.e. for $D > D_0$); this is $T_{\alpha} = T_{\ast 2} + D_0/U_2$. This quantity is also given in the Table S2.

For simplicity, we only consider these models with the data using percentile values for each bin. From the results for constant-speed fits, we do not expect the outcome using weightings based on the relative age within each bin to differ significantly.

To identify whether or not the models with variable speed are an improvement on the simpler constant-speed fit — and also to choose the best value of $D_0$ for the variable-speed models — we use a form of Information Criterion ([46, 48]): the second-order (‘corrected’) Akaike Information Criterion, $\text{AIC}_c$. This criterion is more appropriate for small data sets than the first-order Akaike Information Criterion, or the Bayesian Information Criterion ([47, 48]); it is therefore more suitable for our fits, with a relatively small number of bins.

Table S2: Best-fit parameters and fit statistics for models with constant and variable speed of spread.

<table>
<thead>
<tr>
<th>Fitted parameter</th>
<th>Dimension</th>
<th>Constant speed</th>
<th>Variable speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U$ or $U_1$ ($U_2$)</td>
<td>km/yr</td>
<td>0.59</td>
<td>0.53 (0.84)</td>
</tr>
<tr>
<td>$D_0$</td>
<td>km</td>
<td>-</td>
<td>2500</td>
</tr>
<tr>
<td>$T_\ast$ or $T_{\ast 1}$ ($T_{\ast 2}$)</td>
<td>kyr BCE</td>
<td>10.3</td>
<td>10.5 (8.7)</td>
</tr>
<tr>
<td>$T_{\alpha}$</td>
<td>kyr BCE</td>
<td>-</td>
<td>5.8</td>
</tr>
<tr>
<td>$\text{AIC}_c$</td>
<td></td>
<td>24.6</td>
<td>29.2</td>
</tr>
</tbody>
</table>

$\text{AIC}_c = n \ln \left( \frac{\hat{X}^2}{n} \right) + \frac{2pn}{n - p - 1}$,  

where $p$ is the number of free parameters in the model; $p = 2$ for the constant-speed fit ($T_{\ast}$, $U$); $p = 4$ for the continuous variable-speed fit ($T_{\ast 1}$, $U_1$, $U_2$, $D_0$); $p = 5$ for the discontinuous variable-speed fit ($T_{\ast 1}$, $T_{\ast 2}$, $U_1$, $U_2$, $D_0$). This definition of $\text{AIC}_c$ is formulated so that a smaller value of $\text{AIC}_c$ corresponds to a better model. The second term in $\text{AIC}_c$ acts to penalize models with more free parameters, which should of course be better able to fit the data; a more complicated model is warranted only if it provides a smaller value for the Information Criteria (i.e., if the decrease in $\hat{X}^2$ exceeds the increase in the penalty term). In addition to $\text{AIC}_c$, we have repeated the analysis using a Bayesian Information Criteria (BIC) ([48]) — which differs only in the relative size of the penalty term — and obtain similar conclusions.

For both type of variable-speed model (continuous or discontinuous), we varied $D_0$ within the range 900, 1100, …. 3300 km, and chose the value that minimises $\text{AIC}_c$. (Within each type of model the number of free parameters does not change, so this is simply equivalent to choosing the $D_0$ that minimises $\hat{X}^2$.) The best models of each type are shown in Table S2 and Fig. S6.

Using $\text{AIC}_c$ to compare between the different types of models, the best model is the constant-speed model with $U = 0.59$ km/yr and $T_{\ast} = 10$, 283 yr BCE, which has $\text{AIC}_c = 24.6$. The discontinuous fit with $D_0 = 1100$ km is a close second, with $\text{AIC}_c = 25.8$ (see table S2). Interestingly, this fit would be preferred over the constant-speed fit on the basis of the corresponding BIC values; the $\text{AIC}_c$ value is the more appropriate for our small number of bins, but it may be that additional data (allowing us to use a larger number of bins) might lead to a variable-speed fit being preferred. For this discontinuous fit, the speed $U$ at $D < D_0$ is negative, formally corresponding to spread towards the supposed source of Gesher; this part of the fit is just an artefact of our simple model based on a point source, when an extended source in the Fertile Crescent would be more realistic. But excluding the fit for $D < D_0$, this fits suggests that an extended source at $D_0 \approx 1000$ km from Gesher may be a good effective source, and the fitted speed $U_2 = 0.68$ km/yr may be a good measure of the spread to the East of the Zagros mountains. A model explicitly using an extended source merits future study. For the present work, however, we must favour the simple constant-speed fit.

In terms of the maximum likelihood interpretation of the fitting, an appropriate definition of $\text{AIC}_c$ (incorporating the second order correction, and differing from the definitions in [46, 49] to follow the sense convention adopted by [48]), is

$$\text{AIC}_c = -\hat{L} + \frac{pn}{n - p - 1}.$$  

Note that, in the context of maximum likelihood fits, $\sigma$ is considered as a parameter of the model, and the $\text{AIC}_c$ value for the constant-speed case would normally be calculated with $p = 3$ ($U$, $T_{\ast}$, $\sigma$). (Similarly, the continuous and discontinuous variable-speed fits would use $p = 5$ and $p = 6$. Of course, this difference in the definition of $p$ amounts only to a constant factor, and so does not affect the comparison of $\text{AIC}_c$ values between the different models considered.) Comparisons of the $\text{AIC}_c$ values (and also the corresponding BIC values) for the best constant-speed and variable-speed fits obtained...
Figure S6: The best-fitting dependencies of the earliest Neolithic age $T_0$ at a distance $D$ from Gesher: the constant-speed fit (black), the continuous variable-speed fit (red) and the discontinuous variable-speed fit (blue). The data fitted are the 95%-ile points of the binned data.
using the maximum likelihood formulism lead to the same conclusions as for the weighted least squares fits; the simple constant-speed fit is the best model.

We note for completeness that, within the maximum likelihood formalism, we also carried out variants of the variable-speed fits, with different variances allowed on either side of \( D_0 \) (i.e., we then had parameters \( \sigma_1, \sigma_2 \), rather than the global parameter \( \sigma \)). The results for the variable-speed fits were not significantly different, and the constant-speed fit was still preferred.
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