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Abstract

Machine Learning (ML) methods have been proposed in the academic literature as alterna-

tives to statistical ones for time series forecasting. Yet, scant evidence is available about

their relative performance in terms of accuracy and computational requirements. The pur-

pose of this paper is to evaluate such performance across multiple forecasting horizons

using a large subset of 1045 monthly time series used in the M3 Competition. After compar-

ing the post-sample accuracy of popular ML methods with that of eight traditional statistical

ones, we found that the former are dominated across both accuracy measures used and for

all forecasting horizons examined. Moreover, we observed that their computational require-

ments are considerably greater than those of statistical methods. The paper discusses the

results, explains why the accuracy of ML models is below that of statistical ones and pro-

poses some possible ways forward. The empirical results found in our research stress the

need for objective and unbiased ways to test the performance of forecasting methods that

can be achieved through sizable and open competitions allowing meaningful comparisons

and definite conclusions.

1 Introduction

Artificial Intelligence (AI) has gained considerable prominence over the last decade fueled by a

number of high profile applications in Autonomous Vehicles (AV), intelligent robots, image

and speech recognition, automatic translations, medical and law usage as well as beating cham-

pions in games like chess, Jeopardy, GO and poker [1]. The successes of AI are based on the

utilization of algorithms capable of learning by trial and error and improving their perfor-

mance over time, not just by step-by-step coding instructions based on logic, if-then rules and

decision trees, which is the sphere of traditional programming.

In light of the above, AI found applications in the field of forecasting and a considerable

amount of research has been conducted on how a special class of it, utilizing Machine Learning

methods (ML) and especially Neural Networks (NNs), can be exploited to improve time series

predictions. Literally hundreds of papers propose new ML algorithms, suggesting methodolog-

ical advances and accuracy improvements [2–8]. Yet, limited objective evidence is available
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regarding their relative performance as a standard forecasting tool [9–12]. Their superiority

claims are characterized by the following three major limitations:

• Their conclusions are based on a few, or even a single time series, raising questions about the

statistical significance of the results and their generalization.

• The methods are evaluated for short-term forecasting horizons, often one-step-ahead, not

considering medium and long-term ones.

• No benchmarks are used to compare the accuracy of ML methods versus alternative ones.

The objective of ML methods is the same as that of statistical ones. They both aim at

improving forecasting accuracy by minimizing some loss function, typically the sum of

squared errors. Their difference lies in how such a minimization is done with ML methods uti-

lizing non-linear algorithms to do so while statistical ones linear processes. ML methods are

computationally more demanding than statistical ones, requiring greater dependence on com-

puter science to be implemented, placing them at the intersection of statistics and computer

science.

The importance of objectively evaluating the relative performance of the ML methods in

forecasting is obvious but has not been achieved so far raising questions about their practical

value to improve forecasting accuracy and advance the field of forecasting. Simply being new,

or based on AI, is not enough to persuade users of their practical advantages over alternative

methods. A similar situation has been reported by [13] for data mining methods, suggesting

among others that novel approaches should be properly tested through a wide range of diverse

datasets and comparisons with benchmarks. As mentioned by [14], it should become clear that

ML methods are not a panacea that would automatically improve forecasting accuracy. “Their

capabilities can easily generate implausible solutions, leading to exaggerated claims of their

potentials” and must be carefully investigated before any claims can be accepted.

This paper consists of three sections. The first briefly reviews published empirical studies

and investigates the performance of ML methods in comparison to statistical ones, also delib-

erating some major issues related to forecasting accuracy. The second part uses a subset of

1045 monthly series (the same ones used by [15]) from the 3003 of the M3 Competition [16]

to calculate the performance of eight traditional statistical methods and eight popular ML

ones, the same as those used by [15], plus two more that have become popular during recent

years [17]. The forecasting model was developed using the first n − 18 observations, where n is

the length of the series. Then, 18 forecasts were produced and their accuracy was evaluated

compared to the actual values not used in developing the forecasting model. In addition, the

computational complexity of the methods used was recorded as well as the accuracy of fitting

the model to the n − 18 historical data (Model Fit). The third section discusses the outcome of

the comparisons and attempts to explain why the forecasting accuracy of ML models was

lower than most statistical ones, while also proposing possible ways to improve it. A critical

question being asked is whether ML methods can actually be made to “learn” more efficiently

using more information about the future and its unknown errors, rather than past ones.

The motivation for writing this paper was an article [18] published in Neural Networks in

June 2017. The aim of the article was to improve the forecasting accuracy of stock price fluctu-

ations and claimed that “the empirical results show that the proposed model indeed display a

good performance in forecasting stock market fluctuations”. In our view, the results seemed

extremely accurate for stock market series that are essentially close to random walks so we

wanted to replicate the results of the article and emailed the corresponding author asking for

information to be able to do so. We got no answer and we, therefore, emailed the Editor-in-

Chief of the Journal asking for his help. He suggested contacting the other author to get the
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required information. We consequently, emailed this author but we never got a reply. Not

being able to replicate the result of [18] and not finding research studies comparing ML meth-

ods with alternative ones we decided to start the research leading to this paper.

2 The accuracy of ML methods: A brief review and discussion

The first application of NNs (as ML methods were called at that time and also sometimes

today) in forecasting dates back to 1964 but did not achieve much follow-up until the tech-

nique of backpropagation was introduced almost 20 years later [19]. Since then, there have

been numerous studies utilizing NNs and some of them comparing their accuracy to tradi-

tional, statistical ones. A good number of these studies, going back to 1995, are summarized in

the work of [15] who concluded: “The outcome of all of these studies has been somewhat

mixed”. A similar conclusion was reached by [9] who evaluated 48 NN studies and stated that

their accuracy in comparison to statistical methods provided mixed results. What character-

ized all these studies, however, was the limited number of series employed in the comparisons.

The first large scale study, using 3003 time series, dates back to the M3 Competition pub-

lished in 2000 by [16] that included an Automated Artificial NN (AANN) method which,

accuracy-wise, did average in comparison to the traditional statistical ones included in the

Competition and below the most accurate ones (see Table 1). Eleven years later, Crone, Hibon

and Nikolopoulos (C-H-N) published the results of a specialized NN competition, using a sub-

set of the M3 monthly data [12]. In this competition they compared 22 NN and CI (Computa-

tional Intelligence) methods, in addition to 11 statistical ones. Their conclusion was that no

ML method outperformed the Theta method [20], the most accurate one in the M3 Competi-

tion, and that only one [21] was more accurate than Damped trend exponential smoothing

[22] when the symmetric Mean Absolute Percentage Error (sMAPE) for the average of all 18

forecasting horizons was used. However, four NNs did better than the AANN of the M3 Com-

petition denoting improvements in the accuracy of newer ML methods. Overall, however, the

accuracy of the NNs was not exceptional, vis-à-vis those of the M3 Competition, or the 11 sta-

tistical methods that were included in the (C-H-N) study (see Table 2).

ML methods have been gaining prominence over time as interest in AI has been rising.

They are used to predict financial series [18, 23], the direction of the stock market [24], macro-

economic variables [25], accounting balance sheet information [26] and a good number of

other applications, covering a wide range of areas [27]. A major purpose of this study is to

determine, empirically, if their performance exceeds that of statistical methods and how their

advantages could be exploited to improve forecasting accuracy. What seems certain is that

Chatfield’s prediction of NNs becoming a “breakthrough or passing fad” will not be realized

Table 1. sMAPE across the 3003 time series of the M3 competition.

Method Forecasting horizon Average of forecasting horizons

1 2 3 4 5 6 8 12 15 18 1–4 1–6 1–8 1–12 1–15 1–18

Theta 8.4 9.6 11.3 12.5 13.2 14.0 12.0 13.2 16.2 18.2 10.4 11.5 11.6 12.0 12.4 13.0

Damped 8.8 10.0 12.0 13.5 13.7 14.3 12.5 13.9 17.5 18.9 11.1 12.0 12.1 12.4 13.0 13.6

Box-Jenkins 9.2 10.4 12.2 13.9 14.0 14.8 13.0 14.1 17.8 19.3 11.4 12.4 12.5 12.8 13.4 14.0

AANN 9.0 10.4 11.8 13.8 13.8 15.5 13.4 14.6 17.3 19.6 11.2 12.4 12.6 13.0 13.5 14.1

Single 9.5 10.6 12.7 14.1 14.3 15.0 13.3 14.5 18.3 19.4 11.7 12.7 12.8 13.1 13.7 14.4

Holt 9.0 10.4 12.8 14.5 15.1 15.8 13.9 14.8 18.8 20.2 11.7 12.9 13.1 13.4 14.0 14.6

Naive 2 10.5 11.3 13.6 15.1 15.1 15.9 14.5 16.0 19.3 20.7 12.6 13.6 13.8 14.2 14.8 15.5

NNs are defined with bold numbers.

https://doi.org/10.1371/journal.pone.0194889.t001
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[10]. Their performance cannot be classified yet as a breakthrough but at the same time they

are still used while there are indications that such usage will increase over time as newer ML

methods are introduced and more ways are being devised to improve their accuracy [15, 28]

and computational efficiency.

3 The major contribution of this paper: Comparing the performance

of ML forecasting methods with traditional statistical ones

As highlighted in the previous section, [15] compared in their study the performance of eight

families of the ML model regarding their accuracy:

1. Multi-Layer Perceptron (MLP)

2. Bayesian Neural Network (BNN)

3. Radial Basis Functions (RBF)

4. Generalized Regression Neural Networks (GRNN), also called kernel regression

5. K-Nearest Neighbor regression (KNN)

6. CART regression trees (CART)

7. Support Vector Regression (SVR), and

8. Gaussian Processes (GP)

(for more information regarding these models see the work of [15, 29, 30] as well as our own

descriptions in section 3.3 below).

In their paper, Ahmed and co-authors used a subset of 1045 series (the same ones being

used in our study), selected from the monthly ones of the M3 Competition so that they have a

length of between 81 and 126 months. However, before computing the 18 forecasts, they pre-

processed the series in order to achieve stationarity in their mean and variance. This was done

using the log transformation, then deseasonalization and finally scaling, while first differences

were also considered for removing the component of trend. Consequently, they calculated

one-step-ahead forecasts for each one of the 1045 series. The sMAPE and ranking of the eight

Table 2. sMAPE and ranks of errors on the complete dataset of the C-H-N study.

Method Average errors Rank across all methods

sMAPE(%) MdRAE MASE AR sMAPE(%) MdRAE MASE AR

Theta 14.89 0.88 1.13 17.8 2 3 1 2

Illies 15.18 0.84 1.25 18.4 3 2 11 4

ForecastPro 15.44 0.89 1.17 18.2 4 4 3 3

DES 15.90 0.94 1.17 18.9 5 14 3 6

Comb S-H-D 15.93 0.09 1.21 18.8 6 5 7 5

Autobox 15.95 0.93 1.18 19.2 7 11 5 7

Flores 16.31 0.93 1.20 19.3 8 11 6 8

SES 16.42 0.96 1.21 19.6 9 16 7 12

Chen 16.55 0.94 1.34 19.5 11 14 18 9

D’yakonov 16.57 0.91 1.26 20.0 12 7 12 15

AANN 16.81 0.91 1.21 19.5 13 7 7 9

Kamel 16.92 0.90 1.28 19.6 14 5 13 12

NNs are defined with bold numbers.

https://doi.org/10.1371/journal.pone.0194889.t002
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ML methods can be seen in Table 3 (for details of how the preprocessing was done, how the

forecasts were produced and how the accuracy measures were computed, see the paper by

[15]). As seen, the most accurate ML method is the MLP, the next one is the BNN and the

third the GP. The sMAPE of the remaining methods is at a double digit indicating a distinct

difference in their accuracy. What would be of considerable research value is to investigate the

reasons for the differences in accuracy among the eight ML methods and come up with guide-

lines of selecting the most appropriate one for new types of forecasting applications.

The major contribution of this paper is to extend Ahmed and co-authors’ study in six direc-

tions: First, we included eight statistical methods in order to compare the accuracy of the ML

methods with that of the statistical ones. Second, we included two additional ML methods that

have become popular during the last years [17]. These methods are the Recurrent Neural Net-

work (RNN) and the Long Short Term Memory network (LSTM). Third, we used an addi-

tional accuracy measure introduced in recently, the MASE [31], to ensure that the same

conclusions apply for such an alternative. Fourth, we used three different approaches for

obtaining 18-step-ahead forecasts, not just the one-step-ahead ones computed by Ahmed and

co-authors, to test the forecasting performance of ML methods for longer horizons. Fifth, we

recorded a measure of computational complexity to determine the amount of computer time

required by each method to develop the model and obtain the forecasts. Finally, we estimated

a Model Fit measure to determine how well each method was fitted to the n − 18 historical

data that was used for training and parameter estimation. The purpose of such a measure was

to determine the relationship between the accuracy of model fitting and that of the post sample

forecasting accuracy in order to figure out possible over-fitting that may decrease the accuracy

of the post-sample predictions.

3.1 Accuracy measures

Two accuracy measures are used in this paper: The symmetric Mean Absolute Percentage

Error (sMAPE) and the Mean Absolute Scaled Error (MASE). The first measure, which was

originally used in the M3 Competition for evaluating the participating methods, is defined as

follows:

sMAPE ¼
2

k

Xk

t¼1

jYt � Ŷ tj

jYtj þ jŶ tj
� 100%; ð1Þ

where k is the forecasting horizon, Yt are the actual observations and Ŷt the forecasts produced

by the model at point t. Since sMAPE penalizes large positive errors more than negative ones

Table 3. Forecasting performance (sMAPE) of the ML methods tested in the study of Ahmed et.al.

Rank Method sMAPE(%)

1 MLP 8.34

2 BNN 8.58

3 GP 9.62

4 GRNN 10.33

5 KNN 10.34

6 SVR 10.40

7 CART 11.72

8 RBF 15.79

https://doi.org/10.1371/journal.pone.0194889.t003
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[32], the MASE was also introduced to complement the former [31]. This is defined as follows:

MASE ¼
1

k

Xk

t¼1

jYt � Ŷ tj

1

n� m

Xn

t¼mþ1

jYt � Yt� mj
ð2Þ

where n is the number of the available historical observations and m is the frequency of the

time series. MASE, among its other characteristics, is independent of the scale of the data, its

value being less than one if the forecast is more accurate than the average model fitting predic-

tion of the seasonal Naive benchmark, and greater than one if it is less accurate.

We note that, in order to estimate the average forecasting accuracy more indicatively, Ŷt
were computed ten times and the average of the errors produced was used to avoid problems

caused by the selection of the initial values chosen for the parameterization of the ML methods

[33]. In this paper the first n-18 observations were used for training/validating the models, and

the last 18 for testing their forecasting accuracy (following the same procedure as that of the M

Competitions).

3.2 Computational complexity and model fitting

Computational Complexity (CC) is used to determine the time needed to train a given model

and use it for extrapolation. Thus, CC can be simply defined as the mean computational time

required by the model to predict a time series, divided by the corresponding time needed by

the Naive method to achieve the same task. In this regard, we end up with a relative metric

indicating the additional, proportional time required for obtaining the forecasts from the

more complex methods. Computational time was estimated using a system with the following

characteristics: Intel1 Core™ i7-4790 CPU @ 3.60GHz, 8.00 GB RAM, x64 based processor.

Computational Complexity ðCCÞ ¼
Computational Time Model
Computational Time Naive

ð3Þ

Finally, the accuracy of how well a model fits (MF) the historical data is defined as

Model Fitting ðMFÞ ¼
n
Pn

t¼1

ðYt � Ŷt Þ
2

ð
Pn

t¼1

YtÞ
2

� 100%; ð4Þ

Expression (4) is actually the Mean Squared Error (MSE) of the n-kmodel fit forecasts, nor-

malized by the mean value of the time series being examined.

3.3 Statistical and ML methods utilized

To compare the performance of ML methods to traditional statistical ones, we included the six

most accurate methods of the M3 Competition plus a naive benchmark (the first method),

Naive 2, which is actually a random walk model adjusted for seasonality. The second method

is Simple Exponential Smoothing (SES) [34], aimed at predicting series without a trend. The

third and fourth, Holt and Damped exponential smoothing [22], are most appropriate for time

series with trend. The fifth is a combination (average) of the three exponential smoothing

methods just described: SES, Holt and Damped (Comb), aimed at achieving the possible bene-

fits of averaging the errors of multiple forecasts [35]. The sixth model is the Theta method

[20], which achieved the best overall sMAPE in the original M3 Competition. Finally, the
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seventh and eighth models are automatic model selection algorithms for ARIMA [36] and

exponential smoothing (ETS) [37] models which recent studies have shown to be of consider-

able accuracy. Moreover, the former serves as a good benchmark to compare ML models,

being the linear form of the most popular neural network, the Multi-Layer Perceptron [38].

For an analytical description of the statistical methods used in this study see [39].

A brief description of the same eight ML methods used by Ahmed and co-authors as well as

by this study is provided next. Additionally, RNN [40] and LSTM [41] that have recently

attracted a lot of interest in the forecasting field, are also included in this study and their accu-

racy is compared with those of the other methods.

3.3.1 Multi-Layer Perceptron (MLP). First, a single hidden layer NN is constructed.

Then, the best number of input nodes N = [1, 2, . . ., 5] is defined by using a 10-fold validation

process, with the inputs being observations Yt−5, Yt−4, Yt−3, Yt−2, and Yt−1 for predicting the

time series at point t, and doing so for all the n − 18 data. Third, the number of the hidden

nodes is set to 2N + 1 following the practical guidelines suggested by [42] aimed at decreasing

the computational time needed for constructing the NN model (the number of the hidden lay-

ers used is typically of secondary importance [2]). The Scaled Conjugate Gradient method [43]

is then used instead of Standard Backpropagation for estimating the optimal weights. The

method, which is an alternative of the famous Levenberg-Marquardt algorithm, has been

found to perform better in many applications and is considered more appropriate for weight

optimization. The learning rate is selected between 0.1 and 1, using random initial weights for

starting the training process with a maximum of 500 iterations. Finally, to maximize the flexi-

bility of the method, although the activation function of the hidden layer is a logistic one, a lin-

ear function is used for the output nodes. This is crucial since, if a logistic output activation

function is used for optimizing trended time series, it is bounded and “doomed to fail” [28]. In

addition, due to the nonlinear activation functions, the data is scaled between 0 to 1 to avoid

computational problems, meet algorithm requirement and facilitate faster network learning

[2]. The linear transformation is as follows:

Y0 ¼
Y � Ymin
Ymax � Ymin

ð5Þ

Once all predictions are made, the forecasts are then rescaled back to the original scale.

Having defined the architecture of the optimal neural network, 100 MLP models were

additionally trained and used to extrapolate the series. The mean, median and mode of the

individual forecasts were then used as the final forecasts. This is done to evaluate the possible

benefits of forecast combination, extensively reported in the literature, especially for the case

of neural networks which are characterized by great variations when different initial parame-

ters are used [44]. Yet, given that the gains in accuracy for combining multiple forecasts are

negligible and the complexity is almost double, we do not present all the results as doing so is

unnecessary.

The MLP method is constructed using the mlp function of the RSNNSR statistical package

[45].

3.3.2 Bayesian Neural Network (BNN). The BNN is similar to the MLP method but opti-

mizes the network parameters according to the Bayesian concept, meaning that the weights

are estimated assuming some a priori distributions of errors. The method is constructed

according to the suggestions provided by [46] and [47]. The Nguyen and Widrow algorithm

[48] is used to assign initial weights and the Gauss-Newton algorithm to perform the optimiza-

tion. Similar to the MLP method, the best number of input nodes N = [1, 2, . . ., 5] is defined

Statistical and ML forecasting methods
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using a 10-fold validation process and the number of the hidden nodes is set to 2N + 1. A total

number of 500 iterations are considered and the data are linearly scaled.

The BNN method is constructed exploiting the brnn function of the brnn R statistical pack-

age [49].

3.3.3 Radial Basis Functions (RBF). RBF is a feed-forward network with one hidden

layer and is similar to the MLP method. Yet, instead of using a sigmoid activation function, it

performs a linear combination of n basis functions that are radially symmetric around a center.

Thus, information is represented locally in the network, which allows the method to be more

interpretable and faster to compute. Like the previous approaches, the best number of input

nodes N = [1, 2, . . ., 5] is defined using a 10-fold validation process and the number of the hid-

den nodes is automatically set to 2N + 1. A total number of 500 iterations are considered and

the data are linearly scaled. The output activation function is the linear one.

The RBF method is constructed exploiting the rbf function of the RSNNSR statistical pack-

age [45].

3.3.4 Generalized Regression Neural Networks (GRNN). The GRNN method, also

called the Nadaraya-Watson estimator or the kernel regression estimator, is implemented by

the algorithm proposed by [50]. In contrast to the previous methods, GRNN is nonparametric

and the predictions are found by averaging the target outputs of the training data points

according to their distance from the observation provided each time. The sigma parameter,

which determines the smoothness of fit, is selected together with the number of the inputs N
using the 10-fold validation process. The inputs, linearly scaled, vary from 1 to 5 and the sigma

from 0.05 to 1, with a step of 0.05.

The GRNN method is constructed exploiting the guess, learn and smooth functions of the

grnn R statistical package [51].

3.3.5 K-Nearest Neighbor regression (KNN). KNN is a nonparametric regression

method basing its forecasts on a similarity measure, the Euclidean distance between the points

used for training and testing the method. Thus, given the N inputs, the method picks the clos-

est K training data points and sets the prediction as the average of the target output values for

these points. The K parameter, which determines the smoothness of fit, is once again opti-

mized together with the number of inputs using the 10-fold validation process. The inputs,

which are linearly scaled, may vary from 1 to 5 and the K from 2 to 10.

The KNN method is constructed exploiting the KNN function of the class R statistical pack-

age [52].

3.3.6 CART regression trees (CART). CART is a regression method based on tree-like

recursive partitioning of the input space [53]. The space specified by the training sample is

divided into regions, called the terminal leaves. Then, a sequence of tests is introduced and

applied to decision nodes in order to define in which leave node an object should be classified

based on the input provided. The tests are applied serially from the root node to the leaves,

until a final decision is made. Like the previous approaches, the total number of input nodes

N = [1, 2, . . ., 5] is defined using a 10-fold validation process and are then linearly scaled.

The CART method is constructed exploiting the rpart function of the rpartR statistical

package [54].

3.3.7 Support Vector Regression (SVR). SVR is the regression process performed by a

Support Vector Machine which tries to identify the hyperplane that maximizes the margin

between two classes and minimize the total error under tolerance [55]. In order for an efficient

SVM to be constructed, a penalty of complexity is also introduced, balancing forecasting accu-

racy and computational performance. Since in the present study accuracy is far more impor-

tant than complexity, forecasts were produced using an �-regression SVM which maximizes

the borders of the margin under suitable conditions to avoid outlier inclusion, allowing the

Statistical and ML forecasting methods
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SVM decide the number of the support vectors needed. The kernel used in training and pre-

dicting is the radial basic one, mainly due to its good general performance and the few parame-

ters it requires. Following the suggestions of [15], � is set equal to the noise level of the training

sample, while the cost of constraints violation C is fixed to the maximum of the target output

values, which is 1. Then, the γ parameter is optimized together with the total number of inputs

N set for the method, using a 10-fold validation process. The inputs are linearly scaled as in the

previous methods described.

The SVR method is constructed exploiting the SVM function of the e1071R statistical pack-

age [56].

3.3.8 Gaussian Processes (GP). According to GP, every target variable can be associated

with one or more normally distributed random variables which form a multivariate normal

distribution, emerging by combining the individual distributions of the independent ones

[57]. In this respect, Gaussian processes can serve as a nonparametric regression method

which assumes an a priori distribution for the input variables provided during training, and

then combines them appropriately using a measure of similarity between points (the kernel

function) to predict the future value of the variable of interest. In our case, the input variables

are the past observations of the time series, linearly scaled, while their total number N = [1, 2,

. . ., 5] is defined using a 10-fold validation process. The kernel function used is the radial basis

one, while the initial noise variance and the tolerance of termination was set to 0.001 given

that, as suggested by [15], it would be computationally prohibitive to use a three-dimensional

10-fold validation approach to define them.

The GP method is constructed exploiting the gausspr function of the kernlab R statistical

package [58].

3.3.9 Recurrent Neural Network (RNN). Simple RNN, also known as Elman network

[59], has a similar structure to the MLP, but contains feedback connections in order to take

into account previous states along with the current input before producing the final output(s).

This is done by saving a copy of the previous values of the layer containing the recurrent nodes

and using them as an additional input for the next step. In this respect, the network is allowed

to exhibit dynamic temporal behavior for a time sequence.

In this study, the model used to implement the RNN is the sequential one. It is comprised

of two layers, a hidden one containing recurrent nodes and an output one containing one or

more linear nodes. Due to high computational requirements, we did not use k-fold validation

for choosing the optimal network architecture per series but rather three input nodes and six

recurrent units, forming the hidden layer, for all the time series of the dataset. The selection

was made based on the results of a random sample of series for which this parameterization

displayed the best performance. Regarding the rest of the hyper-parameters, a number of 500

epochs was chosen and the learning ratio was set to 0.001, with the linear activation function

being used in all nodes.

The RNN method was constructed exploiting the SimpleRNN and Dense class of the Keras

API v2.0.9 [60] for Python 2.7 among with TensorFlow framework v1.4.0 [61].

3.3.10 Long Short Term Memory neural network (LSTM). The LSTM network is similar

to the RNN discussed above and was proposed by [41] to avoid the long-term dependency

problem present for the case of the latter. The advantage of LSTM units have over regular

RNN units is their ability to keep information over longer periods of time due to their complex

architecture which consists of several gates with the power to remove or add information to

the unit’s state.

Similar to RNN, the model used to implement the LSTM network is the sequential one

comprised of a hidden and an output layer. Similarly, due to high computational time, the

architecture of the model consists of three input nodes, six LSTM units forming the hidden
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layer and a single linear node in the output layer. The linear activation function is used before

the output of all units and the hard sigmoid one for the recurrent step. Regarding the rest of

the hyper-parameters, the rmsprop optimizer was used, a number of 500 epochs was chosen

and the learning ratio was set to 0.001.

The RNN method was constructed exploiting the LSTM and Dense class of the Keras API

v2.0.9 [60] for Python 2.7 among with TensorFlow framework v1.4.0 [61].

3.4 Data preprocessing

In contrast to sophisticated time series forecasting methods, where achieving stationarity in

both the mean and variance is considered essential, the literature of ML is divided with some

studies claiming that ML methods are capable of effectively modelling any type of data pattern

and can therefore be applied to the original data [62]. Other studies however, have concluded

the opposite, claiming that without appropriate preprocessing, ML methods may become

unstable and yield suboptimal results [28].

Preprocessing can be applied in three forms: Seasonal adjustments, log or power transfor-

mations, and removing the trend. For instance, [11] found that MLP cannot capture seasonal-

ity adequately, while [63] claim exactly the opposite. There is greater agreement concerning

the trend, given the bouncing of MLP’s activation function that become more stable once the

series has been detrended [64]. Yet, more empirical results are needed to support the conclu-

sions related to preprocessing, including the most appropriate way to eliminate the trend in

the data [65]. In this study, the following indicative alternatives are used:

• Original data: No pre-processing is applied.

• Transforming the data: The log or the Box-Cox [66] power transformation is applied to the

original data in order to achieve stationarity in the variance.

• Deseasonalizing the data: The data is considered seasonal if a significant autocorrelation

coefficient at lag 12 exists. In such case the data is deseasonalized using the classical, multipli-

cative decomposition approach [39]. The training of the ML weights, or the optimization of

statistical methods, is subsequently done on the seasonally adjusted data. The forecasts

obtained are then reseasonalized to determine the final predictions. This is not done in the

case of ETS and ARIMA methods since they include seasonal models, selected using relative

tests and information criteria that take care of seasonality and model complexity directly.

• Detrending the data: A Cox-Stuart test [67] is performed to establish whether a determin-

istic linear trend should be used, or alternatively first differencing, to eliminate the trend

from the data and achieve stationarity in the mean.

• Combination of the above three: The benefits of individual preprocessing techniques are

applied simultaneously to adjust the original data.

In order to speed up computations, we first determine the best preprocessing alternative for

improving the post-sample one-step-ahead forecasting performance of the MLP method (the

most popular among ML ones) and then apply that one to the remaining ML models. Table 4

summarizes the results of the various preprocessing possibilities as well as their combinations

when predicting the 18 unknown observations of the 1045 time series, as applied in the study

of [15]. The best combination according to sMAPE is number 7 (Box-Cox transformation,

deseasonalization) while the best one according to MASE is number 10 (Box-Cox transforma-

tion, deseasonalization and detrending). Some interesting observations from studying the

results of Table 4 are the following:
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• Transforming the data with the Box-Cox method is a slightly better option than the alterna-

tive of using logs in terms of the sMAPE. But both alternatives do not improve its accuracy

much and do not provide any improvement in MASE.

• Seasonal adjustments provide significantly better results in both sMAPE and MASE.

• Removing the trend from the data using a linear function provides more accurate results (in

both the sMAPE and MASE) than the alternative of using the first difference.

• There are important differences in sMAPE and MASE with each type of preprocessing.

More work on the most appropriate preprocessing approach is definitely required, first to

confirm the results found using a subset of the series of the M3 Competition and second to

determine if the conclusions made using the MLP method will be similar to those of other ML

ones.

Transforming the data also seems beneficial when dealing with traditional forecasting

methods. This can be seen by examining Tables 5 and 6, that display the forecasting perfor-

mance for the eight statistical methods included in this work according to sMAPE and MASE.

The sMAPE accuracies show a consistent improvement, while those of MASE are about the

same. Moreover, after transformations, the differences between the various methods become

smaller, meaning that simpler methods, such as Damped, can now be used instead of ETS,

which may be more accurate but also the most time intensive.

Table 4. Forecasting performance of MLP for one-step-ahead forecasts having applied various preprocessing alternatives.

Approach sMAPE(%) MASE CC MF

Original data 9.15 0.67 90.24 2.80

Transformation: Log 8.99 0.67 88.04 3.06

Transformation: Box-Cox 8.97 0.67 88.07 2.99

Detrending: Linear deterministic function 10.43 0.65 87.05 2.67

Detrending: First differencing 11.87 0.86 85.02 2.95

Deseasonalisation 8.16 0.57 93.31 2.10

Combination 3&6 7.96 0.56 88.54 2.16

Combination 6&4 9.56 0.56 84.44 2.01

Combination 3&4 9.07 0.64 88.78 2.82

Combination 3&6&4 8.39 0.55 83.49 2.11

The bold numbers highlight the best performing approach per metric.

https://doi.org/10.1371/journal.pone.0194889.t004

Table 5. Forecasting performance of the eight statistical methods included in the study for one-step-ahead fore-

casts using the original data.

Method sMAPE(%) MASE CC MF

Naive 2 8.59 0.56 1.00 3.63

SES 7.36 0.49 1.53 2.37

Holt 7.41 0.48 2.31 2.35

Damped 7.30 0.48 3.96 2.34

Comb 7.27 0.48 6.88 2.32

Theta 7.31 0.48 5.84 2.34

ARIMA 7.34 0.47 43.96 2.53

ETS 7.19 0.47 34.07 2.28

https://doi.org/10.1371/journal.pone.0194889.t005
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Table 7 compares the one-step-ahead forecasts of the ML methods used by Ahmed and col-

leagues and by our own study once the most appropriate preprocessing has been applied. This

includes the Box-Cox transformation, deseasonalization and detrending since evaluating fore-

casting performance through MASE instead of sMAPE is considered to be, as mentioned in

section 3.1, a more reliable choice. There are some important similarities in the overall sMAPE

(see column 2) between the results of [15] and our own indicating that the forecasts of ML

methods are consistent over the period of seven years. There are also some important differ-

ences that can be justified given the length of time that has passed between the two studies and

the computational advancements in utilizing the ML algorithms. At the same time, the reasons

for the huge difference in RBF (9.57% vs 15.79%) as well as the smaller ones in CART and

SVR need to be investigated. Undoubtedly, the use of slightly different parameterisation for

Table 6. Forecasting performance of the eight statistical methods included in the study for one-step-ahead fore-

casts having applied the Box-Cox transformation.

Method sMAPE(%) MASE CC MF

Naive 2 8.58 0.56 1.28 3.66

SES 7.25 0.49 1.69 2.38

Holt 7.32 0.48 2.45 2.35

Damped 7.19 0.48 4.54 2.33

Comb 7.20 0.48 7.23 2.32

Theta 7.23 0.48 5.75 2.36

ARIMA 7.19 0.47 46.56 2.59

ETS 7.12 0.47 35.55 2.30

https://doi.org/10.1371/journal.pone.0194889.t006

Table 7. Forecasting performance of the ten ML methods included in the study for one-step-ahead forecasts hav-

ing applied the most appropriate preprocessing alternative.

Method sMAPE(%) MASE CC MF

MLP 8.39 0.55 83.49 2.11

MLP (Ahmed et al.) 8.34

BNN 8.17 0.53 47.44 2.11

BNN (Ahmed et al.) 8.56

RBF 9.57 0.71 146.11 1.66

RBF (Ahmed et al.) 15.79

GRNN 9.49 0.67 388.73 1.80

GRNN (Ahmed et al.) 10.33

KNN 11.49 0.80 12.01 3.30

KNN (Ahmed et al.) 10.34

CART 10.28 0.74 8.89 1.74

CART (Ahmed et al.) 11.72

SVR 8.88 0.61 9.79 2.11

SVR (Ahmed et al.) 10.40

GP 9.14 0.62 29.39 2.09

GP (Ahmed et al.) 9.62

RNN 9.48 0.54 23.18 1.98

LSTM 11.67 0.72 48.66 1.84

The corresponding accuracies of Ahmed and coauthors, from their Table 3 p. 611 are also shown for reasons of

comparison.

https://doi.org/10.1371/journal.pone.0194889.t007
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applying the individual methods, as well as the exploitation of different functions for their

implementation (R instead of Matlab) might explain part of the variations. It should be noted

that RNN is among the less accurate ML methods, demonstrating that research progress does

not necessarily guarantee improvements in forecasting performance. This conclusion also

applies in the performance of LSTM, another popular and more advanced ML method, which

does not enhance forecasting accuracy too.

The results in Table 7 show that MLP and BNN outperform the remaining ML methods.

Thus, these two are the only ones to be further investigated by comparing their forecasting

accuracy beyond one-step-ahead predictions to multiple horizons, useful for those interested

in predicting beyond one horizon.

3.5 Multiple-horizon forecasts

There are three alternative ways for producing multiple period forecasts with ML models.

Given that it is not possible to claim that one is superior for all forecasting situations [3], all of

them are considered.

3.5.1 Iterative forecasting. The first alternative is found in the exact same way as the one-

step-ahead approach used by Ahmed et al. and by our own study. It is possible, however, to

obtain forecasts additionally to one-step-ahead using the first forecast produced by the model,

instead of the actual value, to get a forecast for horizon two and then use the first two forecasts

to estimate the one for horizon 3 and so on, until predictions for all 18 horizons have been

found (this is also the approach used by the ARIMA models in the M Competitions). This

means that we obtain 18 forecasts using the first n-18 data points only. As the forecasting hori-

zon increases, the new forecasts depend on the accuracy of the previous ones, meaning that

longer term ones may deteriorate. The advantage of this approach is its simplicity and compu-

tational ease.

3.5.2 Direct forecasting. The direct approach produces multiple-step-ahead forecasts,

instead of one-step-ahead ones, by training and exploiting an 18-output-node neural network

able of producing 18 forecasts simultaneously, one for each forecasting horizon. The first out-

put node is responsible for forecasting horizon h = 1, output node 2 for forecasting horizon

h = 2, ending with output mode 18 for forecasting horizon 18. It will be interesting to deter-

mine if this multi-forecast approach will be more accurate than the iterative one, knowing well

that the Direct approach is more complex and computationally more demanding, while fewer

observations are available for training.

3.5.3 Multi-neural network forecasting. In this approach, single output node NNs are

trained for producing forecasts. Yet, instead of training one NN for each horizon simulta-

neously, 18 separate NNs are trained, each one for predicting a single h-step-ahead forecast. In

this respect, if we wish to forecast the value of the time series for one horizon-ahead we use the

first NN trained using the n-18 data, for two the second NN again trained in the n-18 data,

and so on for eighteen times in total. The three options for multi-horizon forecasts can be visu-

alized in Fig 1.

The results of each of the three approaches for predicting 18 months ahead are displayed in

Tables 8 and 9 for both the ML methods as well as the eight statistical ones using sMAPE and

MASE. To simplify the presentation, the results are grouped into three forecasting horizons:

Short-term (1 to 6 months ahead), Medium-term (7 to 12 months ahead) and, finally, Long-

term (13 to 18 months ahead), while the accuracies for all horizons can be found in Tables A1

and A2 in the Appendix at the end of this paper. Tables 8 and 9 as well as A1 and A2 allow us

to evaluate the accuracy achieved by each method across multiple horizons and decide on their

appropriateness for various applications. We also note that for the case of the BNN, the direct
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approach was excluded since it is not supported by the brrn function exploited for obtaining

the forecasts in our study.

In brief, statistical models seem to generally outperform ML methods across all forecasting

horizons, with Theta, Comb and ARIMA being the dominant ones among the competitors

according to both error metrics examined. It is also notable that good forecasting accuracy

Fig 1. The three possible multi-step-ahead forecasting approaches used by NNs. (a) The iterative, (b) the direct and (c) the multi-neural network

forecasting approach.

https://doi.org/10.1371/journal.pone.0194889.g001

Table 8. Forecasting performance (sMAPE) of ML and Statistical methods across various horizons having applied the most appropriate preprocessing alternative.

Method Short Medium Long Average CC

MLP Iterative 9.53 12.34 15.00 12.29 245.58

MLP Direct 10.72 13.55 16.20 13.49 438.53

MLP Multi 9.53 12.69 16.08 12.77 4006.82

BNN Iterative 9.39 12.08 14.80 12.09 141.91

BNN Multi 9.48 12.70 15.96 12.71 2046.49

Naive 2 10.78 12.46 15.08 12.77 1.48

SES 9.17 10.85 13.77 11.26 1.60

Holt 9.07 11.18 14.29 11.51 1.75

Damped 8.96 10.63 13.46 11.02 2.07

Comb 8.95 10.57 13.38 10.97 2.65

Theta 8.96 10.53 13.19 10.89 1.70

ARIMA 8.93 11.08 13.84 11.28 73.50

ETS 9.07 10.98 13.74 11.26 56.66

The bold numbers highlight the best performing method per forecasting horizon and computational complexity.

https://doi.org/10.1371/journal.pone.0194889.t008
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comes with great efficiency, meaning that CC is not significantly increased for the best per-

forming methods. It is also worth mentioning that more complex approaches of extrapolation

through ML methods, such as the direct and Multi one, display less accurate results indicating

that complex is not always better and that ML methods fail to learn how to best predict for

each individual forecasting horizon.

4 The accuracy, the goodness of fit and the computational

complexity of the ML methods

Fig 2 shows the overall sMAPE for all the statistical and ML methods included in this paper as

well as the ML accuracies reported by Ahmed and colleagues for performing one-step-ahead

Table 9. Forecasting performance (MASE) of ML and statistical methods across various horizons having applied the most appropriate preprocessing alternative.

Method Short Medium Long Average CC

MLP Iterative 0.66 0.98 1.24 0.96 245.58

MLP Direct 0.76 1.10 1.38 1.08 438.53

MLP Multi 0.65 1.02 1.37 1.01 4006.82

BNN Iterative 0.64 0.94 1.20 0.93 141.91

BNN Multi 0.65 1.02 1.35 1.01 2046.49

Naive 2 0.76 1.05 1.35 1.05 1.48

SES 0.67 0.96 1.29 0.97 1.60

Holt 0.64 0.92 1.25 0.94 1.75

Damped 0.64 0.91 1.21 0.92 2.07

Comb 0.64 0.902 1.20 0.91 2.65

Theta 0.64 0.89 1.17 0.90 1.70

ARIMA 0.61 0.89 1.17 0.89 73.50

ETS 0.64 0.92 1.21 0.92 56.66

The bold numbers highlight the best performing method per forecasting horizon and computational complexity.

https://doi.org/10.1371/journal.pone.0194889.t009

Fig 2. Forecasting performance (sMAPE) of the ML and statistical methods included in the study. The results are reported for one-step-ahead

forecasts having applied the most appropriate preprocessing alternative.

https://doi.org/10.1371/journal.pone.0194889.g002
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forecasts. As seen, the six most accurate methods are statistical, confirming their dominance

over the ML ones. Even Naive 2 (a seasonal Random Walk (RW) benchmark) is more accurate

than half of the ML methods. The most interesting question and greatest challenge is to find

the reasons for their poor performance with the objective of improving their accuracy and

exploiting their huge potential. AI learning algorithms have revolutionized a wide range of

applications in diverse fields and there is no reason that the same cannot be achieved with the

ML methods in forecasting. Thus, we must find how to be applied to improve their ability to

forecast more accurately.

ML models are nonlinear functions connecting the inputs and outputs of neurons. The goal

of the network is to “learn” by solving an optimization problem in order to choose a set of

parameters, or weights, that minimize an error function, typically the sum of square errors.

However, the same type of optimization is done in ARIMA (or regression) models. There is no

obvious reason, therefore, to justify the more than 1.24% higher sMAPE of MLP, one of the

best ML methods, in comparison to that of ARIMA, or that the sMAPE of this MLP is only

0.19% more accurate than Naive 2, the seasonally adjusted random walk model. Respectively,

one would expect RNN and LSTM, which are more advanced types of NNs, to be far more

accurate than the ARIMA and the rest of the statistical methods utilized. Clearly, if there was

any form of learning, the accuracy of ML methods should have exceeded that of ARIMA and

greatly outperform the Naive 2. Thus, it is imperative to investigate the reasons that this is not

happening, e.g. by comparing the accuracy of ML and statistical methods series by series,

explaining the differences observed and identifying the reasons involved.

The more serious issue, simply put, is how ML methods can be made to learn about the

unknown future rather how well a model fits past data. For this to be done, the ML methods

must have access to information about the future and their objective must be to minimize

future errors rather than those of fitting a model to available data. Until a later time when

more advanced ML methods become available and in order to simplify things, we suggest that

the data is deseasonalized before some ML model is utilized, as research [11] has shown little

to no differences between the post-sample accuracy of models applied to original and season-

ally adjusted data.

A practical way to allow learning about the unknown future errors is by dividing the n − 18

data into two parts, with the first one containing the 1/3 of the n − 18 data and the second the

remaining 2/3. If the data is first deseasonalized, a much simpler model can be developed

using the first (n − 18)/3 data and then trained to learn how to best predict the next 18 observa-

tions. Then, the first (n − 18)/3 + 1 data can be used to let the method learn how to best predict

the next 18 observations and continue using the first (n − 18)/3 + 2, the first (n − 18)/3 + 3

and so on, until having used all the observations available. Clearly, such a sliding simulation,

attempting to predict future values based on post-sample accuracy optimization, will probably

be a step in the right direction even though its performance needs to be empirically tested.

Another possibility is to provide ML methods with alternative forecasts (e.g. the ones pro-

duced by the best statistical methods) and ask them to learn to select the most accurate one (or

their combination) for each forecasting horizon and series in such a way as to minimize post-

sample errors. This may require clustering the data into various categories (micro, macro,

demographic etc.) or types of series (seasonal/non-seasonal, trended/non-trended, of high,

medium or low randomness etc.) and develop different models for each category/type. In

Table 6 of [15], for instance, accuracy varies significantly depending on the category of the

series with the best one being in demographic and macro data, the worst in micro and industry

time series, and finance in between. This may indicate that ML methods could under-perform

among others, due to the fact that they are confused when attempting to optimize specific or

heterogeneous data patterns.
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An additional concern could be the extent of randomness in the series and the ability of ML

models to distinguish the patterns from the noise of the data, avoiding over-fitting. This can be

a challenging problem since, in contrast to linear statistical methods, where over-fitting can be

directly controlled by some information criteria (e.g., the AIC [68]) taking into account the

number of parameters utilized, ML methods are nonlinear and training is performed dynami-

cally, meaning that different forecasts may arise according e.g. to the maximum iterations con-

sidered, even if the complexity of the network’s architecture is identical. Since the importance

of possible over-fitting by ML methods is critical, the topic will be covered in detail on its own

in section 4.1 below.

A final concern with ML methods could be the need for preprocessing that requires indi-

vidual attention to select the most appropriate transformation, possible deseasonalization, as

well as trend removal. Effective ML methods must, however, be able to learn and decide on

their own the most appropriate preprocessing as there are few possibilities available. If, for

example, the Box-Cox criterion can be used to determine the most appropriate transformation

for statistical methods, it makes no sense that something similar cannot be applied by ML

methods to automate preprocessing, simplify the modeling process and probably improve

accuracy by doing so.

4.1 Over-fitting

Tables 4, 5 and 6 report, among others, the goodness of fit, indicating how well the trained

model fitted the n-18 observations available for each series. Yet, model fit is not a good predic-

tor of post-sample forecasting accuracy, meaning that methods with low fitting errors might

result in higher post-sample ones and vice versa. One would expect for instance that the MLP

method, displaying a model fitting error of 2.11%, would forecast more accurately than the

ARIMA whose corresponding error is higher (2.59%). However, this is not the case as the

post-sample sMAPE of the two methods are 8.39% and 7.19%, respectively. Moreover, RBF,

GRNN and CART, which have the best model fitting, are some of the worst performing meth-

ods. A possible reason for the improved accuracy of the ARIMA models is that their parame-

terization is done through the minimization of the AIC criterion, which avoids over-fitting by

considering both goodness of fit and model complexity. In contrast, the MLP method specifies

its complexity (input nodes) through cross-validation, but no additional criteria are applied

for mitigating over-fitting e.g. by specifying when training should stop. The maximum number

of iterations defined serves that purpose, yet there is no global optima: in some time series,

over-fit might occur after a few iterations, while in others after many hundreds.

Fig 3 shows the sMAPE (vertical axis) and the accuracy of model fit (horizontal axis). It is

clear from this Fig that the old belief that minimizing the model fit errors would guarantee

more accurate post-sample predictions does not hold, and that some criteria similar to the

AIC or other successful techniques [69] would be required to indicate to ML methods when to

stop the optimization process and avoid considering as pattern a part of the noise of the data.

In our view, considerable improvements can result by such an action.

4.2 Computational complexity

As forecasting methods are used in various applications, the computational time required to

forecast becomes critical. It would be impractical for example to utilize the ML GRNN method

(the most computationally demanding) to predict the demand for hundreds of thousands of

inventory items, even though computers are becoming faster and cheaper. Memory and CPU

usage optimization might serve in that direction but again, computational intensity remains

an important issue. For instance, despite exploiting such optimization processes in our study,
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reducing the computational time of the ML methods by more than 30%, the complexity

reported is still much greater compared to the statistical ones. For this reason, the information

provided in Fig 4 is of value, as it confirms the low computational requirements of statistical

methods, lying in the lower left part of the Fig, and additionally shows that superior accuracy

can be achieved with less computational effort. In particular, the five inside the square

Fig 3. Forecasting performance (sMAPE) versus model fitting. The results are reported for one-step-ahead forecasts having applied the most appropriate

preprocessing alternative.

https://doi.org/10.1371/journal.pone.0194889.g003

Fig 4. Forecasting performance (sMAPE) versus computational complexity. The results are reported for one-step-ahead forecasts having

applied the most appropriate preprocessing alternative.

https://doi.org/10.1371/journal.pone.0194889.g004
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box (Damped, Comb, Theta, SES and Holt) are not only some of the most accurate but also—

apart from ETS—the least computationally demanding.

For practical reasons, if ML methods are to be applied by business and non-profit organiza-

tions, their computational requirements must be reduced considerably. This can be done by

deseasonalizing the data first, utilizing simpler models, limiting the number of training itera-

tions or choosing the initial values of the weights, not in a completely arbitrary manner, but

through a guided search that would provide values not too far from the optimal ones. Alterna-

tively, the speed of moving towards the optimal can increase in order to reduce the computa-

tional time to reach such an optimal. These improvements would require testing to determine

the trade-offs between lesser accuracy, resulting from the reduction in computational time,

versus the savings from such a reduction.

5 Conclusions: The state of the art and ways forward

The field of statistical forecasting has progressed a great deal since the early dates when [70]

used exponential smoothing, in the late 1940s, for predicting the inventory demand for many

thousands of items in navy shipyards. The introduction of the Box-Jenkins methodology to

ARIMA models [71] brought academic respectability to a field dominated until then by practi-

tioners, while the extensive use of regression and econometric models [72] further enlarged

the field. Finally, multivariate GARCH models were also made available [73, 74] broadening

the coverage of the field (for an excellent survey of the latest developments see Special Issue on

“Simple Versus Complex Forecasting” [75]).

A major innovation that has distinguished forecasting from other fields has been the good

number of empirical studies aimed at both the academic community as well as the practition-

ers interested in utilizing the most accurate methods for their various applications and reduc-

ing cost or maximizing benefits by doing so. These studies contributed to establishing two

major changes in the attitudes towards forecasting: First, it was established that methods or

models, that best fitted available data, did not necessarily result in more accurate post sample

predictions (a common belief until then). Second, the post-sample predictions of simple statis-

tical methods were found to be at least as accurate as the sophisticated ones. This finding was

furiously objected to by theoretical statisticians [76], who claimed that a simple method being

a special case of e.g. ARIMA models, could not be more accurate than the ARIMA one, refus-

ing to accept the empirical evidence proving the opposite. These two findings have fundamen-

tally changed the field of forecasting and are also evident in this paper both in Fig 3, showing

post-sample versus in-sample accuracy, as well as in Fig 2, displaying the accuracy level of vari-

ous statistical and ML methods, with the latter being much more sophisticated and computa-

tionally demanding than the former.

Knowing that a certain sophisticated method is not as accurate as a much simpler one is

upsetting from a scientific point of view as the former requires a great deal of academic exper-

tise and ample computer time to be applied. At the same time, understanding the reasons of

their underperformance is the only way to improve them. This has certainly been the case with

ARIMA models whose accuracy with monthly data (not the same as those used in this study)

in the 1982 M Competition was 17.9% and has decreased to 11.28% in the present study, tying

with the accuracy of the damped exponential smoothing, one of the most accurate methods of

the M Competitions. ARIMA’s improved performance is mainly due to the utilization of the

AIC criterion and other optimization processes, enabling effective automatic model selection

and parameterization, while avoiding or minimizing over-fitting. Another interesting example

could be the case of LSTM that compared to simpler NNs like RNN and MLP, report better

model fitting but worse forecasting accuracy.
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ML theorists working on forecasting applications need to do something to improve the

accuracy of their methods. For instance, the only thing exponential smoothing methods do is

smoothen the most recent errors exponentially and then extrapolate the latest pattern in order

to forecast. Given their ability to learn, ML methods should do better than simple benchmarks,

like exponential smoothing. Accepting the problem is the first step in devising workable solu-

tions and we hope that those in the field of AI and ML will accept the empirical findings and

work to improve the forecasting accuracy of their methods.

A problem with the academic ML forecasting literature is that the majority of published

studies provide forecasts and claim satisfactory accuracies without comparing them with sim-

ple statistical methods or even naive benchmarks. Doing so raises expectations that ML meth-

ods provide accurate predictions, but without any empirical proof that this is the case. In our

view, this situation is the same with what was happening in statistical literature in the late

1970s and 1980s. At that time, it was thought that forecasting methods were of superior accu-

racy simply because of their sophistication and their mathematical elegance. Now it is obvious

that their value must be empirically proven in an objective, indisputable manner through large

scale competitions. Thus, when it comes to papers proposing new ML methods, or effective

ways to use them, academic journals must demand comparisons with alternative methods or

at least benchmarks and require that the data of the articles being published be made available

for those who want to replicate the results. In our experience, this has not been the case at pres-

ent, making replications practically impossible and allowing conclusions that may not hold.

In addition to empirical testing, research work is needed to help users understand how the

forecasts of ML methods are generated (this is the same problem with all AI models whose out-

put cannot be explained). Obtaining numbers from a black box is not acceptable to practition-

ers who need to know how forecasts arise and how they can be influenced or adjusted to arrive

at workable predictions.

A final, equally important concern is that in addition to point forecasts, ML methods must

also be capable of specifying the uncertainty around them, or alternatively providing confi-

dence intervals. At present, the issue of uncertainty has not been included in the research

agenda of the ML field, leaving a huge vacuum that must be filled as estimating the uncertainty

in future predictions is as important as the forecasts themselves. To overcome this issue, many

researchers propose simulating the intervals by iteratively generating multiple future sample

paths. Yet, even in that case, the forecast distribution of the methods is empirically and not

analytically derived, raising many doubts about its quality.

To summarize, according the results of this study, ML methods need to become more accu-

rate, requiring less computer time, and be less of a black box. A major contribution of this

paper is in showing that traditional statistical methods are more accurate than ML ones and

pointing out the need to discover the reasons involved, as well as devising ways to reverse the

situation. However, in the comparisons of the statistical and ML methods reported in this

paper, it must be made clear that the results may be related to the specific data set being used.

The 3003 time series of M3 come mainly from the business and economic world that seem to

be represented truthfully by this data [77], characterized by considerable seasonality, some

trend and a fair amount of randomness [78]. The frequency of close to half of the series is

monthly, followed by quarterly and yearly ones of about the same percentage. The length of

the series varies from 14 for yearly data to 126 for monthly ones, with the majority being in the

Micro and Macro domain. The characteristics of the series as well as their length may be a crit-

ical factor determining the accuracy of the various methods reported in this paper, requiring

additional research, using other data sets, to verify that similar results will hold true if different

sets of data are used and, most importantly, the series are of much longer length so the ML

methods can train their weights more optimally.

Statistical and ML forecasting methods

PLOS ONE | https://doi.org/10.1371/journal.pone.0194889 March 27, 2018 20 / 26

https://doi.org/10.1371/journal.pone.0194889


For instance, in [78], the authors use a set of six features to analyze the M3 data, visualizing

them in a 2-dimensional space and examining the strengths and weaknesses of different fore-

casting methods using the new classification. Their results show that the particularities of the

dataset may affect the conclusions drawn, indicating that different ones could have emerged if

another sample of time series had been selected instead. The relation between forecasting accu-

racy and time series characteristics is also reported by [79] who claim that there are indeed

“Horses for Courses” in demand forecasting. In this regard, even though M3 might be repre-

sentative of the reality when it comes to business applications, the findings may be different if

nonlinear components are present, or if the data is being dominated by other factors. In such

cases, the highly flexible ML methods could offer significant advantage over statistical ones.

Furthermore, the length of business series, which is relatively limited compared to those of

other applications that ML methods are typically utilized (e.g., energy forecasting), may also

affect their performance as proper training may be difficult or even impossible when short

series are involved. Thus, the conclusions of future studies would be necessary to come up

with definite conclusions.

At this point, the following suggestions/speculations, that must be empirically verified, can

be made about the way forward regarding the ML methods, while these can be enriched by

future research topics proposed in relative surveys [80]:

• Obtain more information about the unknown future values of the data rather than their past

ones and base the optimization/learning on such future values as much as possible.

• Deseasonalize the data before using ML methods. This will result to a simpler one, reducing

the computational time required to arrive at optimal weights and, therefore, learn faster.

• Use a sliding simulation approach to gain as much information as possible about future val-

ues and the resulting uncertainty and learn more effectively how to minimize them.

• Cluster the series into various homogeneous categories and/or types of data and developing

ML methods that optimally extrapolate them.

• Avoid over-fitting as it is not clear if ML models can correctly distinguish the noise from the

pattern of the data.

• Automate preprocessing and avoid the extra decisions required from the part of the user.

• Allow the estimation of uncertainty for the point forecasts and provide information for the

construction of confidence intervals around such forecasts.

Although the conclusion of our paper that the forecasting accuracy of ML models is lower

to that of statistical methods may seem disappointing, we are extremely positive about the

great potential of ML ones for forecasting applications. Clearly, more work is needed to

improve such methods but the same has been the case with all new techniques, including the

complex forecasting methods that have improved their accuracy considerably over time. Who

could have believed even ten years ago that we will have AVs, personal assistance on our

mobile phones understanding and speaking in natural languages, automatic translations in

Skype, AlphaGo beating the world GO champion or facial expression recognition algorithms

[81]. There is no reason that the same type of breakthroughs cannot be achieved with ML

methods applied to forecasting. Even though, we must realize that applying AI to forecasting is

quite different than doing so in games or in image and speech recognition and may require dif-

ferent, specialized algorithms to be successful. In contrast to other applications, the future is

never identical to the past and training of AI methods cannot exclusively depend on it.
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Table 10 is our attempt to show that not all applications can be modeled equally well using

AI algorithms. Games are the easiest as the rules are known and do not change, the environ-

ment is also known and stable, the predictions cannot influence the future and there is no

uncertainty. The exact opposite is true for forecasting applications where not only the rules are

not known but can also change, there are structural instabilities in the data, while there is

plenty of uncertainty and noise, that can confuse the search for the optimal weights. Moreover,

in certain applications, the forecasts themselves can influence, or even change the future creat-

ing self-fulfilling or self-defeating prophesies, expanding the level of noise and increasing the

level of uncertainty. It may be necessary, therefore, to adapt the algorithms to these conditions

and make sure that there is no over-fitting. Judging from the results of this paper, it may be

necessary that ML algorithms applied to forecasting may require additional research to experi-

ment with innovative ideas and come up with adjustments in order to achieve more accurate

predictions.

As the first step towards providing a more diverse, large and representative dataset for eval-

uating the performance of forecasting methods, establishing reliable benchmarks and promot-

ing future research, we have started the M4-Competition (see https://www.m4.unic.ac.cy/)

that seeks to identify the most accurate forecasting method(s) for different types of predictions.

It aims to compare all major time series methods and identify the most appropriate methods

for each case. M4 utilizes 100,000 real-life series and has attracted great interest by both aca-

demic researchers and practitioners, providing objective evidence of the most appropriate way

of forecasting various variables of interest. The new M4 Competition will extend and replicate

the results of the previous three ones, while also avoiding the possible problems of M3. Fur-

thermore, it will increase the number of series to 100,000, include additional frequencies,

while also augmenting their length considerably. Given the great number of series, it will be

possible to utilize advanced data analytics and related technologies to determine the influence

of the various factors on forecasting accuracy, as well as to determine the most appropriate

methods for different forecasting applications.

Supporting information

S1 Appendix. Containing tables A1 and A2, presenting the analytical results of the fore-

casting models used in the present study. The accuracy is evaluated per forecasting horizon

first according to sMAPE, and then to MASE.

(PDF)

Table 10. Features of various Artificial Intelligence (AI) applications.

Type of Application Rules are known

and do not change

The environment is

known and stable

Predictions can

influence the future

Extent of Uncertainty (or

amount of noise)

Examples

Games Yes Yes No None Chess, GO

Image and speech

recognition

Yes Yes No Minimal (can be

minimized by big data)

Face Recognition, Siri, Cortana,

Google AI

Predictions based on the

Law of large numbers

Yes Yes Minimally Measurable (Normally

distributed)

Forecasting the sales of beer,

coffee, soft drinks, weather etc.

Autonomous Functions Yes Yes No Can be assessed and

minimized

Self-Driving Vehicles

Strategy, Competition,

Investments

No No Yes, often to a great

extent

Cannot be measured (fat

tails)

Decisions, Anticipations,

Forecasts

Combinations of the above It may be the ultimate challenge moving towards GAI (General AI) but

also increasing the level of complexity and sophistication of algorithms

Eventually it can cover everything

https://doi.org/10.1371/journal.pone.0194889.t010

Statistical and ML forecasting methods

PLOS ONE | https://doi.org/10.1371/journal.pone.0194889 March 27, 2018 22 / 26

https://www.m4.unic.ac.cy/
http://www.plosone.org/article/fetchSingleRepresentation.action?uri=info:doi/10.1371/journal.pone.0194889.s001
https://doi.org/10.1371/journal.pone.0194889.t010
https://doi.org/10.1371/journal.pone.0194889


Author Contributions

Conceptualization: Spyros Makridakis, Evangelos Spiliotis, Vassilios Assimakopoulos.

Data curation: Spyros Makridakis, Evangelos Spiliotis, Vassilios Assimakopoulos.

Formal analysis: Spyros Makridakis, Evangelos Spiliotis, Vassilios Assimakopoulos.

Funding acquisition: Spyros Makridakis.

Investigation: Spyros Makridakis, Evangelos Spiliotis, Vassilios Assimakopoulos.

Methodology: Spyros Makridakis, Evangelos Spiliotis, Vassilios Assimakopoulos.

Software: Evangelos Spiliotis.

Supervision: Spyros Makridakis, Evangelos Spiliotis, Vassilios Assimakopoulos.

Validation: Spyros Makridakis, Evangelos Spiliotis, Vassilios Assimakopoulos.

Visualization: Spyros Makridakis, Evangelos Spiliotis, Vassilios Assimakopoulos.

Writing – original draft: Spyros Makridakis, Evangelos Spiliotis, Vassilios Assimakopoulos.

References
1. Makridakis S. The forthcoming Artificial Intelligence (AI) revolution: Its impact on society and firms.

Futures. 2017; 90:46–60. https://doi.org/10.1016/j.futures.2017.03.006

2. Zhang G, Eddy Patuwo B, Hu Y M. Forecasting with artificial neural networks:: The state of the art. Inter-

national Journal of Forecasting. 1998; 14(1):35–62. https://doi.org/10.1016/S0169-2070(97)00044-7
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