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Abstract

Vicarious trial-and-error (VTE) is a behavior observed in rat experiments that seems to suggest self-conflict. This behavior is seen mainly when the rats are uncertain about making a decision. The presence of VTE is regarded as an indicator of a deliberative decision-making process, that is, searching, predicting, and evaluating outcomes. This process is slower than automated decision-making processes, such as reflex or habituation, but it allows for flexible and ongoing control of behavior. In this study, we propose for the first time a robotic model of VTE to see if VTE can emerge just from a body-environment interaction and to show the underlying mechanism responsible for the observation of VTE and the advantages provided by it. We tried several robots with different parameters, and we have found that they showed three different types of VTE: high numbers of VTE at the beginning of learning, decreasing numbers afterward (similar VTE pattern to experiments with rats), low during the whole learning period, and high numbers all the time. Therefore, we were able to reproduce the phenomenon of VTE in a model robot using only a simple dynamical neural network with Hebbian learning, which suggests that VTE is an emergent property of a plastic and embodied neural network. From a comparison of the three types of VTE, we demonstrated that 1) VTE is associated with chaotic activity of neurons in our model and 2) VTE-showing robots were robust to environmental perturbations. We suggest that the instability of neuronal activity found in VTE allows ongoing learning to rebuild its strategy continuously, which creates robust behavior. Based on these results, we suggest that VTE is caused by a similar mechanism in biology and leads to robust decision making in an analogous way.

Introduction

In a study with rats, Tolman [1] observed that they seemingly hesitated when they had to choose between one of two rooms, one of which contained a reward while the other was empty. The only cue differentiating the rooms was the color of the doors. A black door indicated that the room provided a reward, and a white door indicated an empty room. To reach the reward, the rats had to learn the relationship between the color of the door and the presence of the reward. During the learning phase, the rats were seen moving their heads from one door to the other as if they were considering which one to choose, which was referred to by Tolman as a conflict-like behavior called vicarious trial-and-error (VTE). In his experiments, Tolman noticed that the number of VTE events (i.e., the number of times that the rat shook its head during one trial) increased at the onset of the learning phase but started to decrease when the performance was stabilized. Based on this observation, VTE has been connected to learning efficiency.

Following Tolman’s observations, other researchers started paying attention to the presence of VTE. Hu and Amsel showed a hippocampal contribution to VTE [2]. Johnson and Redish recorded place cell activity in rats’ hippocampus, and they observed VTE when the rats were simulating their next decisions internally before acting [3]. These results led to the hypothesis that VTE reflects deliberative decision making, which is a cognitive process that includes searching, predicting, and evaluating future outcomes [4]. This process is computationally slow compared with automated decision-making processes, such as habituation and reflex. But deliberative decision making allows ongoing control to achieve flexible behavior. One rat experiment [5] supports this hypothesis; the authors observed high VTE when the rats were uncertain and had to think about their decisions in the following three conditions: 1) error trials, rather than correct trials; 2) the next trial after making an error (i.e., potential error trials); and 3) when the rats had to switch their strategy.

VTE-like behavior has also been found in other animals. In a human experiment [6], the participants showed VTE-like behavior when they had to actively, instead of passively, explore a given environment. They performed better with VTE-like behavior in the active condition. Tarasitano et al. [7] found that in a detour task, jumping spiders displayed two phases of action: the inspection phase, when the spiders stopped and inspected possible routes toward a target, and the locomotory phase, when the spiders moved toward a single direction. VTE was observed during the inspection phase. Tarasitano concluded that “one can speculate that it is a small but significant jump to use trial and error when choosing a goal to approach.” However, in animal experiments, it is difficult to observe the neural dynamics, which...
makes it hard to directly investigate the mechanism behind VTE and its resulting behavior.

There are some theoretical models of VTE; Rossler took up VTE as a sign of private simulation [8], and Ikegami studied it as an example of embodied chaotic itinerancy [9], that is, the itinerant motion of an autonomous robot with chaotic instability. From the Bayesian theory viewpoint, Johnson et al. posited that VTE occurs with changing task demands [10]. Still, those models lack body and environment structure that will spontaneously generate VTE.

In this paper, we tried to understand whether VTE is an emergent property of a physical body moving around in its environment. We also investigated the link between VTE, neuronal dynamics, and the efficiency of VTE toward learning. Our methodology is to make a simplified abstract model of VTE, rather than making a biologically elaborate one. This experiment has its basis in the field of evolutionary robotics, where basic features of living organisms are recreated by simple robotic systems [11,12]. This is to study the essential logic underlying living systems, such as autonomy, evolvability, and embodiment [11–15]. In this paper, we especially focused on embodied properties of living organisms. Embodied cognition is the notion that the nature of the mind is determined by the physical characteristics of the body and the environment, rather than controlled only by the central nervous system [13–15]. For instance, Bovet and Pfeifer [16] showed the spontaneous development of coherent behaviors in robotic experiments – reward-seeking behavior for instance – just by moving around the environment with a physical body. In their experiment, the robot utilized the morphological structure of whiskers and the physical properties of various sensors, such as infrared or vision sensors. By learning the relationship between those different types of signals, the robot successfully reached the reward. This experiment suggests the important notion that intelligent behavior can emerge from the simple interaction between the body and the environment.

We therefore composed a simple robotic model of VTE to show the underlying mechanism responsible for the observation of VTE and the advantages provided by it, in terms of learning and in terms of dynamical systems. The model that we used is based on Bovet’s T-maze learning robots [16], which we reproduced in computer simulations. The model that we used is similar to the environment used when the rats showed VTE. As a result, we demonstrated analogous VTE patterns to those reported in the experiment with rats, in terms of the temporal change in the number of observations, that is, high at the beginning of learning and lower afterward.

In addition to the similar pattern to rats, we have found other patterns of VTE using different parameters, which we classified into the following three groups: 1) a high number at the beginning of learning and low afterward, 2) a low number during the whole learning period, and 3) and a high number all the time. From the comparison of the types of VTE, we demonstrated that VTE is associated with the chaotic activity of neuronal dynamics. Depending on the three types of VTE, we also compared the robots’ behavior to evaluate adaptability by changing the environmental conditions. The robots with the low VTE pattern changed their behavior drastically due to those perturbations, even exhibiting 0% success, while those with the high-to-low VTE pattern were robust to the perturbations. We suppose that VTE causes sensory fluctuations, enabling our robot to continuously change the connectivity pattern of the neurons. In other words, VTE allows the robot not to have to follow the same trail in a maze, enabling it to change its neural activity. This allows the robot to learn in an ongoing way by continuously gathering information from the environment, creating robust behavior. This reminds us of the concept of “homeodynamic adaptation” suggested by Iizuka and Di Paolo [17] – an agent-based cognitive model of morphological disruption where internal instability allows behavior that is adaptive to changes in the body.

The organization of this paper is as follows: In the Methods section, we detail the environmental set-up and the neural model. This is followed by the Results section for results and analysis of the behavior of the robots. The Discussion section then focuses on the role of VTE and the mechanism behind it in the light of adaptability.

**Methods**

Our work is based on a robot experiment developed by Bovet and Pfeifer [16]. In this model, a robot must reach a goal located on one arm of a T-maze. To do so, a neural network acting as the controller must combine four sensory modules to determine the right motor commands at every instant (Figure 1A). The sensors are labeled tactile, visual, proximity, and reward. These five modules (i.e., the four sensory modules and the motor module) are interconnected and represented by a different neural population within the controller. Synaptic connections are tuned using the Hebbian learning rule, which will be explained in more detail later on. Differently from the original work by Bovet and Pfeifer, our experiments were done in computer simulation. The robot was modeled according to the e-puck robot [18].

The environment for our study was a T-maze with one central arm and two side ones that is shown in Figure 2 along with its length and detailed arrangement. All the sizes and distances in the simulated environment are in centimeters, which is scaled based on actual e-puck robots [18]. A reward was located at the end of one arm, and a punishment was placed at the end of the opposite one. The task of the robot was to reach the reward by choosing the right arm to follow. The right direction was indicated by a tactile cue at the intersection. The robot had to learn the correlation between the cue and the reward in order to complete the task successfully. Additionally, the robot also had to learn to move around within its environment. The robot was equipped with the following sensors and motors in the simulation environment:

1) **Tactile sensors**: Tactile stimulation came from 32 whiskers attached to the left and right sides of the robot. The length of the whiskers was 20.0 cm (Figure 2). The signals from those whiskers were given as the binary numbers 1 (triggered) or 0 (at rest). The whisker sensors only detected the tactile cue at the corner of the T-maze when the robot was close enough.

2) **Vision sensors**: Visual stimulation reflected the activity of the omnidirectional camera, which returned grayscale values standardized from 0 to 1. This camera was composed of 20 pixels aligned horizontally. Everything in the T-maze was made white or transparent except for the black backside wall (Figure 2). Therefore, only this wall provided a signal of 1 when entering the field of view of the camera. By sensing this black wall, the robot could estimate its location and direction within the arena.

3) **Infrared (IR) proximity sensors**: Six IR proximity sensors were uniformly attached to the front half of the robot’s body. These sensors detected the distance from the robot to the walls of the T-maze.
**Figure 1. Structure of the neural network.** A: Five sub-systems for each sensor or motor modules make up the whole cognitive system of the robots. These modules are fully connected with each other. B: One module is composed of several neurons. Each neuron has two components; one is a state unit, while the other is a virtual unit. C: Modules are minimally connected. doi:10.1371/journal.pone.0102708.g001

**Figure 2. T-maze environment used for the experiment.** At the beginning of each trial, the robot was placed on the central arm of the maze. The initial position of the center of the body was originally set to (29, 20). The circle at the choice point represents the tactile cue, the star at one end of the maze indicates reward, and the lightning at the other end of the maze stands for punishment. All the sizes and distances are in centimeters, which is scaled based on actual e-puck robots. doi:10.1371/journal.pone.0102708.g002
4) Reward sensitivity: The reward sensitivity was usually set to 0. It was raised to 1 to signal a reward and lowered to -1 to indicate punishment.

5) Motors: The forward velocity of the robot was set to a constant positive value (denoted by $v_1$). The turning degree was determined by the output of the neural network $v_2$, which was standardized between 0 and 1. The vector $[v_1, v_2]$ were used to set the left and right wheel velocities as follows:

$$
\begin{align*}
\begin{bmatrix} v_1 \\ v_2 \end{bmatrix} &= \begin{bmatrix} v_1 + Cv_2 \\ v_1 - Cv_2 \end{bmatrix},
\end{align*}
$$

where $C$ was a constant for converting the standardized value to the actual motor speed. If $v_2 > 0$, then $v_1 < v_2$, which made the robot turn left, and $v_2 < 0$ produced a right turn.

All the experiments described in this paper took place in two phases: a familiarization phase and a maze-solving phase. During the familiarization phase, the robot explored the maze with the cue and reward deactivated and with the motor speed fixed to the two variables ($v_2 = 1$ or $-1$, which induced a left and right turn, respectively). When it touched a wall, the robot was returned to its initial position and the motor speed was switched to the other value. This process was repeated 20 times. The purpose of this phase was to give the robot a chance to become familiar with the experimental arena, by learning relationships between the basic modules, that is, the IR, vision, and motor modules. After the familiarization phase, the robot started the maze-solving phase, which consisted of the robot seeking the reward and learning the correlation between the positions of the cue and of the reward, as described above (for more details about the learning processes, see Text S1 and Figure S1–S4 in File S1). The maze-solving phase had 100 trials, where one trial was finished if the robot reached the reward or punishment or was timed out (after 4,000 time steps). The familiarization phase facilitated the maze-solving phase, as the robot had to learn the basic sensor and motor correlations necessary for moving within the maze. The results presented later on only concern the maze-solving phase.

Neural Network

In this section, we describe how the sensory or motor modules temporally updated their neural states. It is important to note that our neural network is only intended as a behavioral model, rather than as a model of biological neurons. The goal of this simplified model is to focus on a dynamical structure that emerged only from the interaction between body and environment, which we expect will reveal an essential mechanism that causes VTE.

Just for simplification, our description is different from that of the original model [16], but it is still mathematically equivalent to the original version and satisfactory in terms of replication of the model. Each module had a specific number of neurons (tactile 32, vision 20, IR 6, reward 1, motor 1), which were connected to neurons in other modules. The respective neurons were composed of two units: state units and virtual units. The state units were set proportional to sensory signals obtained from each sensor (and motors) and used to tune the Hebbian synaptic weights. The virtual units provided a parallel pathway for sending signals to other modules, which were activated by internal signals sent from other modules (illustrated in Figure 1B). The reason for having the two types of units was to separate the dynamics of Hebbian learning from the internal neural dynamics. The separation into two types of unit was necessary in order to avoid an unwanted positive feedback in which simultaneous firing leads to a strengthening of the connection, which results in a greater likelihood of simultaneous firing in the future. Although the network structure that we used here was specific to the Bovet-Pfeifer model, we think the obtained results do not depend on the detailed architecture of the model. The separation of Hebbian learning from the internal dynamics is the most important step in order to reproduce our result. Both types of units were activated as follows:

1) State units to compute the Hebbian synaptic weights:

State units $x^m(t)$ were just set proportional to the sensory signals. For instance, tactile stimuli from the 32 whisker sensors gave sensory values $0$ or $1$ to the corresponding 32 nodes of $x^m(t)$. The proportional constants for the light, touch, and reward modules were determined by the genetic algorithm (GA) explained below. That of the IR was fixed to 1.0. Depending on the state units, the weight matrix from module $m$ to $n$ ($W_{mn}(t)$) was updated using a modified version of the Hebbian learning rule:

$$
\begin{align*}
\Delta W_{mn}(t) &= l \cdot (x^t(t)\Delta x^m(t) - z)\Delta x^m(t)|W_{mn}(t)), \\
W_{mn}(t + 1) &= W_{mn}(t) + \Delta W_{mn}(t),
\end{align*}
$$

where $l$ was the learning rate, $z$ was the forgetting rate, and $\Delta x^m(t)$ was the difference between the current and delayed state units ($= x^m(t) - x^m(t-1)$). This equation means that the weights from module $m$ to $n$ were strengthened when signals of module $n$ and the signal change of module $m$ were both high. In other words, the weight matrix encoded associations between sensory inputs, motors, and reward signals. The reason the signal change was taken into account is because it often has meaningful information rather than the state itself, as is explained by [16]. For instance, the motor state could be correlated with optical flow rather than a stable visual image.

2) Virtual units, to send signals from one module to another:

Depending on the Hebbian synaptic weights computed above, the virtual units $\tilde{x}^m(t)$ were activated by signals sent from the other modules by the following equation:

$$
\tilde{x}^m(t + 1) = f(\sum_{n \neq m} W^m_{mn}(t)\Delta \tilde{x}^n(t)),
$$

where $f(x)$ was a sigmoid function ($= 1.0/(1.0 + e^{-ax})$) and $\Delta \tilde{x}^m(t) = \tilde{x}^m(t) - \tilde{x}^m(t)$, that is, the difference between the virtual units and the state units of the $n$th module. The virtual units did not have any effect on the learning rule, but they sent signals to the other modules through the learned synapses. As an exception, the virtual unit of the reward module ($\tilde{x}_{\text{reward}}(t)$) was not subjected to the update by Eq. 3 but constantly set to 1. The virtual units other than the reward module and all the synaptic weights were set to 0 at the beginning of both the familiarization and the maze-solving phase. The virtual unit of the motor module was equivalent to $v_2$ at Equation 1 to update the motor velocity.

The reason that the update function was based on $\Delta \tilde{x}^m(t)$ ([i.e., the difference between the state and virtual unit]) is discussed in (Text S1 and Figure S1–S4 in File S1), and here, we just give a summary. The virtual unit can often be interpreted as an ideal state [19], in the sense that the robot’s motion tends to make an actual state closer to the virtual (or ideal) one. In the reward module, the virtual unit was constantly set to 1.0 as explained.
above, and the robot spontaneously chose actions to make the state unit closer to it, that is, receiving the reward (Text S1 and Figure S3 in File S1). For the IR module, the virtual unit gave rise to wall avoidance behavior, as described in Text S1 and Figure S1 in File S1.

All aspects of the model were updated every $N$ time step, with the exception of the reward states and the robot’s velocity, which were updated every time step. $N$ was a parameter between 10 and 30, determined by GA, which is detailed in the next part. The following are the steps that led to the generation of the outputs:

1. Sensory information was transferred to the state units.
2. The Hebbian learning rule was applied on the weight matrix $W_{mn}(t)$ depending on the state units (Equation 2).
3. The activities of the virtual units were updated (Equation 3).
4. Finally, the virtual units of the motor module $x_{motor}(t)$ determined $v_2$ to calculate the motor output (Equation 1).

**Setup of the Genetic Algorithm (GA)**

Bovet’s robot relied on the following parameters: learning rates $l$ and forgetting rates $z$ for each directed pair of sensor or motor modules ($zP3 \times 2 = 40$; Equation 2), update frequency of the neural network $N$, $z$ for the delayed states, the constants $a$ for the sigmoid function, $C$ at Equation 1 (for each familiarization / maze-solving phase), the forward velocity $v_1$ (Equation 1), and the proportional constants for the light, touch, and reward module. As is generally the case with robotic models, only a subset of values within the parameter landscape will provide us with controllers capable of solving the task. Within this subset, small variations of the parameters can produce slight differences in the performance of the robot. As such, in order to make sure that our results are not due to underperforming controllers, we tuned those with GA. To tune these parameters and optimize the performance of the controller, we employed a standard GA [20]. We used a population of 100 individuals to optimize the 49 parameters and used a tournament selection with a single point cross-over operation with a probability of 70% and a 1% mutation rate. We also applied elitism by simply copying the five best individuals to the next generation without applying a mutation. The fitness function $F(t)$ of an individual evaluated at the generation $t$ was calculated as:

$$F(t) = \begin{cases} 
+ 5 \text{ points}, & \text{if it reaches the reward.} \\
+ 0.25 \text{ points}, & \text{if it reaches the punishment.} \\
+ 0 \text{ points}, & \text{if it gets timeout.} 
\end{cases}$$

The fitness rewards were determined experimentally. The trials were repeated 100 times from one fixed initial position, which gave a maximum fitness value of 500.

**Plausible Mechanism to Generate Reward-Seeking Behavior**

As was described above, we found several possible parameter sets by GA to maximize the fitness value. Although those different parameter sets might result in various strategies, here we briefly explain the most plausible mechanism to generate the reward-seeking behavior of the robot [16,21]. For more details, see (Text S1 and Figure S1–S4 in File S1). It seems plausible that the reward-seeking behavior was generated from the following two neuronal paths learned by Hebbian rule:

- **Reward – vision – motor correlation.** This path leads the robot to go to the previous reward position. This can support the reward-seeking behavior at the earlier stage of the T-maze task, that is, before acquiring the meaning of the tactile cue.
- **Tactile – motor correlation.** This path lets the robot follow the tactile cue to make a correct decision. At the beginning of the task, nothing about this path is learned, but it will gradually be acquired by moving around the environment and acquiring reward.

The position of the reward changed every five trials of the T-maze task, so that the trials after switching the reward position could be in conflict because of the two neuronal paths described above. Namely, the first neuronal path would lead the robot to go to the past and wrong reward position. The second path would tell the robot the correct reward position suggested by the tactile cue. Therefore, before maturation of the synapses, this experimental setup could cause a conflict-like behavior, or VTE. However, depending on the parameters, the robot could still solve the maze by different learning procedures.

**Neural Network – Minimally Connected Model**

As the task presented in this paper is simple conditional learning, it can be performed using a minimal network topology. In the neural network described above, the sensor and motor modules were fully connected, which could be redundant to solving the task. We hypothesized that VTE could be generated from the redundant connectivity. Therefore, we composed a minimally connected model by omitting redundant connections. To show the relevance of redundancy with VTE, we compared the behavioral difference between the evolved but redundant network and the minimally connected network.

The minimal network we propose did not have redundant connections, but was composed of connections with specific roles to solve the task, that is, “touch – vision,” “IR – motor,” “touch – motor,” and “reward – vision – motor.” Although other combinations could also prompt a successful behavior, we took this network for being the most plausible as a minimal network: The reason for choosing the first two paths are described in the previous subsection (named “Plausible Mechanism to Generate the Reward-Seeking Behavior”), while the roles of the last two are detailed in (Text S1 and Figure S1–S4 in File S1).

**Results**

As we have described in the previous section, we examined two types of neural networks in the robot – a fully connected one and a minimally designed one. For the fully connected network, we ran the GA 95 times. Of these, 22 runs produced a network that attained a maximum fitness value (100% success). For the minimally connected network, two out of five runs of GA attained the maximum fitness. Each run of GA was composed of 1,000 generations, and we used robots at the 1,000th generation for analyses.

All the evolved robots showed the maximum success rate (i.e., 100%), which means that they were successful in the task from the beginning of learning. This seems a bit weird because, even before learning, the robot seemed to know the correct answers. At the very beginning of learning, the robot did not possess any explicit knowledge about the reward and tactile cue so that they solved the maze only by chance. Because the evolved robots showed the maximum success rate, the learning speed did not differ within the 22 evolved robots. But it would be important to note that the evolution speed for the GA, that is, the number of generations to converge on the maximum fitness, differed; the L robots tended to evolve faster than HL / H robots (data not shown).
We first counted the number of VTEs associated with these evolved robots. In his experiment [1], Tolman counted the number of VTEs through the oscillations of the rat’s head direction; that is, one VTE was counted if the rat looked at one door and then it looked at the other door. We followed this method for counting the number of VTEs in our robot. In our experiment, since the robot did not possess an independent head from its body, we counted the left and right oscillations of the whole body as VTEs. More precisely, a VTE was granted when the motor output $v_2$ from Equation 1 changed its sign. In order to filter the noisy fluctuation around the turning degree of 0, we counted a movement as a VTE when the sign change of $v_2$ was larger than the threshold range $\frac{T}{C_1}$, which was set to $T \approx 0.3$.

As we discuss later, the threshold $T \approx 0.3$ was varied to see the role of VTE.

The evolved robots showed different patterns of VTE that can be classified into three groups. The classification was done by hand, and six out of the 22 evolved robots could not be classified, as they showed exceptional forms of VTE. Therefore, we had 16 robots to be classified. Some examples of VTE dynamics exhibited by individual robots are shown in Figure 3, where the x axis denotes trials with auxiliary lines every five trials, and the y axis represents the number of VTEs. The results from all the 16 robots are shown in Figure 4 (black lines), which will be shown below in this paper. The three groups are as follows:

**A high to low number of VTEs (denoted by “HL”).** The number of VTEs increased at the early stages and then gradually decreased after a certain point (Figure 3HL and 4HL). This observation was similar to the experiments with rats [1,4]. We had four robots out of the 16 that showed this type of VTE. For the robot shown in Figure 3HL, the number of VTEs had its peak at the sixth trial, when the position of the reward first changed. As for the other three evolved individuals in Figure 4, the second one also showed the VTE peak at the sixth trial. The third and the fourth one took the peak at the seventh trial. Therefore, VTE had its peak just after the reward’s first switching event, that is, in the most uncertain condition. This peak disappeared later on after the robot had more time to learn the task.

**Low VTE (denoted by “L”).** The number of VTEs was kept constantly low throughout the 100 trials (Figure 3L and 4L). Five robots exhibited this type of VTE.

**High VTE (denoted by “H”).** The number of VTEs was kept high (but temporally fluctuating) throughout the 100 trials (Figure 3H and 4H). Five robots had this type of VTE. Two out of the five robots had local maxima in the number of VTEs when the reward position switched, while the other three did not.

The two robots with minimal connectivity (denoted by “Minimal”) were all classified as having low VTE (Figure 3 Minimal). This suggests that the redundant connectivity between the sensor and motor modules was necessary. Figure 4 (black line) shows that there was a continuum between HL and H robots, while the robots of L (and Minimal) seem distinct from those two VTE-showing groups.

Several robots, as shown in Figure 4, exhibited regular changes in the number of VTE; that is, they showed a slightly higher amount of VTE every fifth trial. This may be because the reward position changed every five trials, which affected the robot’s behavior.

![Figure 3. Examples of the number of VTEs shown by individual robots during the 100 trials. The x axis indicates the trial numbers, and has auxiliary lines every 5 trials. The y axis shows the number of VTEs. HL: High to low VTE. L: Low VTE. H: High VTE. Minimal: Minimal model. doi:10.1371/journal.pone.0102708.g003](image-url)
In this experiment, VTE events were measured all along the trajectories of the robot, while several experiments with rats [3] counted the number of VTEs only at the cross point of the maze. However, we consider our way of counting VTEs did not lead to qualitatively different results. Our robots had a fixed forward velocity ($v_1$ in Equation 1) so that it was not possible that the robot

Figure 4. The number of VTEs for the evolved 16 robots and a comparison of the performance with and without learning. Each figure represents the result from an individual robot. The x-axis denotes trials and has auxiliary lines every 10 trials. The scale of each axis is set to the same value in every figure. Red line: Success rate when the robot ran the trial with learning on. Green line: Success rate when the robot replied the trial with learning off. Black line: Number of VTEs observed in the original condition (i.e., with learning activated and from the original starting point; the same condition as Figure 3) HL: High to low VTE. L: Low VTE. H: High VTE. Minimal: Minimal model.

doi:10.1371/journal.pone.0102708.g004
stayed in the vertical arm of the T-maze to exhibit VTE. Indeed, Figure 5 shows some examples of the robot’s trajectories, where the red line indicates the position of the robot, and the green line represents the direction of the angular velocity. These figures come from one HL robot and one L robot at the sixth trial, when the HL robot exhibited VTE more frequently than the L robot. The HL robot in this figure hit the back wall of the T-maze, during which the robot changed its head direction often to create VTEs. Namely, the VTEs were generated after the robot sensed the tactile cue (i.e., after sensing the tactile cue) because of the fixed forward velocity. It is therefore plausible to say that our way to count VTEs is not qualitatively different from those experiments with rats [3].

Despite the difference in the number of VTEs, each robot showed a perfect success rate (of 100%), which may imply that VTE might not be directly related to the degree of performance in the T-maze task. This seems inconsistent with what is observed in animal experiments [2,6], where VTE is efficient for learning performance. Still, below we suggest that VTE is efficient for robust learning under environmental perturbation. In the remainder of this paper, we describe a possible mechanism for generating VTE and then evaluate the function of VTE in terms of robustness and dynamic stability. Finally, we discuss the effect of VTE on Hebbian learning.

The Mechanism behind VTE

In order to understand what differentiates the VTE patterns, we looked at changes in the synaptic weights during learning. Figure 6 presents some examples of the temporal dynamics of the synaptic weights in the HL and L robots. In this figure, synaptic weights belonging to the same module were averaged and shown as one single time series. The entire time series consisted of 100 successive trials, with each trial being comprised of roughly 15 to 150 neural time steps [i.e., measured by the number of updates of the neural states] of starting from an initial position and ending at either end of the T-maze (or running out of the assigned time duration).

If the weights responsible for the VTEs were present among those trials, we would expect that the strength varied initially and then became stabilized toward the end of the trial as a similar observation on the VTEs. In the case of the HL robot, all the modules displayed non-periodic variations, oscillating initially to stabilize later on. The weights of IR and vision decreased progressively over all the trials. These variations show that the HL robot was changing its behavior progressively during the learning. In the L robot, no weights showed such a gradual change. The strengths of the weights looked similar both at the earlier and later stage of the learning. The L robot seemed to take the same strategy through the whole 100 trials. This analysis alone does not explain the source of the VTEs, but it implies that the VTEs were not mere oscillations of the motor neurons, but were caused by the gradual changes of their synaptic weights.

The trajectories of the robot during the 100 trials are shown in Figure 7. It can be seen that the HL robot showed unstable trajectories, while the L robot (Figure 7L) showed stable ones. This observation suggests that the orbit that the HL robot took was destabilized, while the orbit of L was stabilized. Therefore, we hypothesized that VTE is generated from chaotic activity of the neurons. To quantify the degree of chaos, we computed the maximum Lyapunov exponents (MLE), or an index of chaos, by quantifying the instability of the orbits, which is defined by the following formula;

\[
d(t) = d_0 e^{\lambda_1 t},
\]

where \(d_0\) is the distance between the two neighboring points, while \(d(t)\) is the average divergence between the two after \(t\) time steps. If the \(d(t)\) exponentially increases with time \(t\), then the \(\lambda_1\) converges to a positive value, where the system is regarded as chaotic. Rosenstein et al. provided an algorithm for calculating the MLE from an experimental time series [22]. The MLE was computed by the three steps:

1. Reconstruct \(k\) dimensional vectors \(\mathbf{x}_i = \{x_{i1}, x_{i2}, \ldots, x_{i(k-1)t}\}\) from the given time series \(\{x_{1}, x_{2}, \ldots, x_{N}\}\), where \(\tau\) represents the time delay.
2. Choose the closest pairs of the reconstructed vectors and compute how the distance between the two develops over time. By using the fast Fourier transform (FFT), the mean period \(T\) is computed, where the closest pairs are selected from vectors that are not in the same period; \(d_j(i)\) denotes the distance evolved after \(i\)th time steps between the \(j\)th pair of the closest pairs. The distance between two vectors \(\mathbf{x}_i, \mathbf{x}_j\) is calculated by Euclidean norm \(||\mathbf{x}_i - \mathbf{x}_j||\).
3. The divergence rate of \(d_j(i)\) is approximated as:

\[
d_j(i) \approx C_j e^{\lambda_1 i},
\]

where \(\lambda_1\) denotes the MLE. The equation above can be rewritten by:

---

**Figure 5. Trajectory of the robot at the sixth trial.** The red line indicates the position of the robot, while the green line represents the direction of the angular velocity. HL: High to low VTE. L: Low VTE.

doi:10.1371/journal.pone.0102708.g005
Figure 6. Examples of synaptic weight dynamics of the HL and L during 100 trials. The x axis denotes time steps, while the y axis shows the strength of the synaptic weights. In this figure, synaptic weights belonging to a same module were averaged and shown as one single time series.

HL: High to low VTE. L: Low VTE.

doi:10.1371/journal.pone.0102708.g006
In the current experiment, we adopted the slope of the fitted line as the MLE only when the R-squared value (i.e., the goodness of fitting) was larger than 0.8, and otherwise the MLE was set to zero, because the MLE only when the R-squared value (i.e., the goodness of the least-squared fit to the average line ($y = \langle \ln d(t) \rangle$), which is obtained from sampling the $N - (k - 1) \tau$ pairs.

In the current experiment, we adopted the slope of the fitted line as the MLE only when the R-squared value (i.e., the goodness of fitting) was larger than 0.8, and otherwise the MLE was set to 0.0. The R-squared value was computed by fitting the first $l$ points with a line. When the estimated value was negative, then the value was set to 0.0. In general, negative Lyapunov exponents indicate the convergence speed of the two orbits, which is insignificant after reaching a stable state.

To compute MLE, we used the virtual unit $\tilde{x}(t)$ for the motor module and the differences between the virtual and state units $\Delta \tilde{x}(t)$ for the other sensory modules. This is because the motor value $v_2$ (Equation 1) was equivalent to the virtual unit of the motor $\tilde{x}_{motor}(t)$ so that it was more important than the differences $\Delta \tilde{x}_{motor}(t)$ was propagated to the motor module to determine $v_2$ so that they were more effective on its behavior. We obtained time series of the averaged neural activity for the respective sensory or motor module and computed MLE of the time series for each 100 trials. The number of data points differed depending on trials and robots, where each time series had roughly 15–150 data points. As for parameters, we set $k = 4$, $\tau = 1$, and $l = 5$.

Figure 8 shows several examples of time series that were used for MLE computation. These time series were obtained from the 32th trial as examples for all the 16 evolved robots. The $x$ axis shows time steps, while the $y$ axis indicates the activity level of neurons. Colors represents sensory or motor modules, that is, vision: blue, IR: cyan, touch: red, reward: magenta, motor: green. This figure indicates that the neural activity appeared different depending on the type of VTE. The HL and H robots showed oscillating and unstable neural activities, while the L and Minimal robots exhibited rather stable activities.

Figure 9 shows the averaged MLE over the 100 trials, where the error bar indicates standard deviation. The MLE is calculated for the respective five modules of each of the 16 evolved robots, which are denoted by HL1, HL2, ..., Minimum2. We can see that HL and H robots showed positive MLEs more often than the L and the Minimal robots. This suggests that 1) Hebbian learning leads to both chaotic and non-chaotic neural activity even in the same environment and 2) chaotic activity is positively correlated with the presence of VTE, while non-chaotic activity is not.

In this paragraph, we would like to discuss the validity of the MLE estimation. We used time series that consisted of around 15–150 data points, which is quite small compared with a conventional way of MLE estimation. For instance, Rosenstein et al. estimated the MLE of Logistic map, Lorentz attractor, or Rossler attractor, by using 500–5,000 data points [22]. Enough data points are needed to see if the state converges into a chaotic attractor with a positive MLE. In this respect, our data might not have enough points to prove the convergence. However, the MLE measured the local divergence rate between neighboring pairs, so that it was still able to explain the complexity of the time series. In other words, the MLE evaluated transient chaos, which is computed from a finite number of data points. Indeed, the MLE that we obtained appeared to explain well the time series as presented in Figure 8. Additionally, to prove the plausibility of our method, we computed MLE by changing parameters (i.e., with $k = 3$ or with $l = 10, 15, 20$), where the results exhibited the same tendency as observed above.

Note that the performance of each robot was very high (100% success) irrespective of the type of VTE. This might be seen as paradoxical because one might expect the instability to break the learned sensor and motor mappings that provide successful behavior, resulting in low performance. Therefore, we hypothesized that the robot with VTE might actively use VTE to complete the task, not just as unstable head oscillations. This is evaluated in the next paragraph by calculating the robot’s performance under perturbation of VTE.

The next step of our investigation was to determine whether VTE was a mere epiphenomenon or if it had a specific role in completing the task. We took an HL robot (HL1), which is the same one as that in Figure 3HL, and artificially prevented the presence of VTE at the motor level by resetting the angular velocity to zero every time VTE was detected, forcing the robot to maintain its current direction. Our hypothesis was that if VTE is a mere epiphenomenon and not necessary for achieving the maze task, preventing it will not alter performance. On the other hand, if VTE is necessary or at least helpful for the task, the prevention of VTE will decrease performance. In order to test the hypothesis, we prevented VTE with a threshold $T$. If the motor output $v_2$ (Equation 1) changed sign and the change was larger than the threshold range $[-T, T]$, one VTE was counted. We varied the VTE threshold from 0 to 1, where threshold $= 0.0$ meant that any body rotation would be regarded as VTE and they were all...
prevented, while threshold = 1.0 meant that no body oscillations were prevented (the original case).

The results of this analysis are shown in Figure 10 for all the 16 evolved robots. Each sub-figure represents a result from each robot. The $x$ axis shows the threshold value. The right $y$ axis with the red line shows success rates during the 100 trials. The left $y$ axis denotes the total number of blocked VTEs through the 100 trials. The horizontal black line is a guide to the 100% success rates. In all the HL robots, we found that introducing the threshold always reduced performance (Figure 10HL; red line). This result shows the absence of VTE inhibited the correct acquisition of the task while maintaining an accurate control of the robot. One might wonder why the success rate did not gradually decrease with respect to the increase of the threshold. The reason is that suppression of VTE caused nonlinear effects on the robot’s behavior. Once a VTE was suppressed, the robot received different sensory signals from the original setups, where the resulting behavior did not monotonically decrease.

Additionally, we found that VTE did not always affect learning performances. The second and third columns of Figure 10 show the results of the L and H robots, respectively, where some of them did not change their performances even with the suppression of VTE (red line in Figure 10). The green line in Figure 10 shows that a certain amount of VTEs were suppressed in those robots. This

Figure 8. Examples of time series used for the MLE computation. The time series presented here is obtained from the 32th trial as an example of all the evolved 16 robots. The time series is the averaged neural activity within a same module. The virtual unit $\hat{x}^m(t)$ for the motor module and the differences between the virtual and state units $\Delta \hat{x}^m(t)$ for the other sensory modules are presented. The colors of the lines represent sensory or motor modules, that is, vision: blue, IR: cyan, touch: red, reward: magenta, motor: green.

doi:10.1371/journal.pone.0102708.g008
result suggests that, for those robots, VTE was acting as mere head oscillations that were not necessary in achieving the task. In contrast, for the HL robots, VTE helped them to achieve higher performances. From these observations, we say that VTE is the result of L (and some H) robots' learning behavior but it is the cause of HL robots learning a cue-reward relationship.

We considered that VTE observed in the HL robots was used actively to complete the T-maze task. This result is consistent with experiments of real rats and humans, where better performance is found in the presence of VTE [2,6]. In the next section of this paper, the usefulness of VTE is linked to the robustness of the behavior.

Robustness of VTE

To investigate the robustness of the robot’s behavior for each types of VTE, we analyzed its performance under varying initial conditions. During evolution, the starting position of the center of the body was fixed to \((x, y) = (29, 20)\), as shown in Figure 1. This experiment explored whether perturbations to the starting position affected the performance by testing the robot from different starting positions inside the central arm of the T-maze. The robot repeated the task 100 times from different initial positions by changing \((x,y)\) as \(x = 27, 28, ..., 31\) and \(y = 5, 6, ..., 60\) (280 initial positions in total). We calculated the success rates for each initial position.

Figure 11 shows the results of the HL and L, respectively. The \(x\) and \(y\) axis indicate the coordinates of the central arm of the T-maze. Each pixel of the figure indicates the success rate when the robot started the 100 trials from this position. The original starting position used for the GA was \((x, y) = (29, 20)\), which is marked by red lines in this figure. From this position, the robot obtained a 100% success rate. This figure shows that the performance was not constant for all the initial positions and allows a comparison of the variation in performance between the two models. Figure 11HL gives an example of HL, where the robot mainly obtained around 50% success rates, with several initial positions leading to success rates of 100% or below 20%. On the other hand, Figure 11L shows an example of L, where the robot obtained mainly a success rates of 100% or 0% with several initial positions giving around a 50% success rate, suggesting a higher variance of the success rate. This tendency is summarized by Figure 12, which shows the average and the variance of the success rates for every evolved robot. Figure 12A indicates the average of the success rates, showing that the types of VTE do not have varying impacts on the average success rates. On the other hand, Figure 12B shows the variance of the success rates – the HL robots kept the variance under 400 (red line), while the other three groups had a variance above 550 (p < 0.01; student t-test). Therefore, despite the fact that four groups had a similar average performance, the HL robots withstood changes in its initial position, while the other types were strongly affected by those changes. This result suggests that the presence of the HL type of VTE, which is similar to that of the rats [1,4], is associated with a higher level of robustness. Animal experiments could be performed to test this hypothesis. Robustness

![Figure 9. Maximum Lyapunov exponents (MLE) averaged over the 100 trials.](https://doi.org/10.1371/journal.pone.0102708.g009)
acquired by VTE also explains why the prevention of VTE lowered the overall performance of the robots. Namely, preventing VTE will reduce robust control and destabilize the behavior.

To further investigate the robustness of the evolved controllers against environmental change, we carried out the same experiments with different T-maze sizes. We varied the length of the width and height of the T-maze and calculated the average and the variance of the success rates for every starting position. Figure 13 shows the variance of the success rate, where the HL robots had a low variance of performance, while the robots in the other three groups were affected by a slight change in environmental size. This result confirms that the presence of VTE can be an indicator of the robustness of behavior.

Effective Use of Hebbian Learning

We have shown that VTE is used actively to achieve the T-maze task, rather than serving as mere oscillations of the head direction. This leads to the question of why the destabilized orbit by VTE guarantees the best performance of the robot. We hypothesized that the destabilization by VTE enables continuous...
learning of the environment, while too much stable dynamics found in non-VTE robots creates a loss of adaptability in learning. To investigate this hypothesis, we conducted the following two experiments:

1) First, we varied the position of the reward by moving it further away within the same branch of the T-maze. This means that the robot could not get the reward in the expected position. If the robot was continuously gathering information from the environment, then this setup would create a contradiction between the expectation and the sensory information. On the other hand, if the robot was solving the maze just by reflex to the tactile cue, then it would still be successful, regardless of the reward position.

The results of this experiment are shown in Figure 14: all the HL robots and some H robots reduced their success rates (Figure 14HL and H), while most of the L and Minimal robots maintained their high success rates (Figure 14L and Minimal). As these results suggest, the HL robots modified their behavior by continuously gathering information from their environment. On the other

Figure 11. Examples of the average success rates for each starting positions. Each grid cell is filled with a colour representing the success rates when a robot starts the task from within the grid cell. The original starting position used for the GA was \((x,y) = (29, 20)\), which is marked by red lines. From this position, the robot obtained 100% success rate. HL: High to low VTE. L: Low VTE.

doi:10.1371/journal.pone.0102708.g011

Figure 12. Average and variance success rates over all the initial positions \((N = 280)\). Red, green, blue and pink bars indicate the results of HL, L, H and Minimal respectively. A: Average success rate. B: Variance of success rate.

doi:10.1371/journal.pone.0102708.g012
hand, the behavior of the non-VTE robots (L and Minimal) was only dependent on the cue command, and not on the reward position, so that they seemed to just obey the cue command, which is reflective rather than ongoing decision making.

2) Second, to evaluate the effect of learning, we compared the performance of the robots with and without learning. Originally, the synaptic weights were continuously updated through the 100 trials so that the robot started each set of the 100 trials with different initial weights. Therefore, we had 100 initial weight sets, one for each corresponding trial. In the no-learning condition, the robot started each 100 trials with an initial weight set corresponding to the trial, where the synaptic weights were fixed and not updated. In the learning condition, a robot updated its weights in the same way as the original experiment. For each trial, we computed the performance by perturbing the initial conditions, similar to what we did previously for computing the robustness; that is, the initial position was changed for every grid inside the central arm of the T-maze.

Sixteen examples of these results are shown in Figure 4. In this figure, the results from the respective 16 robots are presented. The x axis denotes trials and has auxiliary lines every 10 trials. The scale of each axis is set to the same value in every figure. The red line shows the success rates with learning, while the green line indicates success without learning. The black line indicates the number of VTEs observed in the original condition (i.e., with learning activated and from the original starting point; the same condition as Figure 3). For the HL and H robots, the performance was worsened or almost the same when the learning was deactivated. On the other hand, the L and Minimal robots improved performance without learning. This tendency suggests that the robots with VTE utilized learning to maintain their performance, while, for those without VTE, the learning process did not work properly.

We have therefore concluded that the destabilized orbit generated from VTE allows continuous learning by gathering information from the environment, which means that the robots are performing embodied cognition, that is, ongoing generation of their behavior from the interaction between the body and the environment. On the other hand, the robots without VTE are not embodied in their environment, which does not allow ongoing learning.

Discussion

VTE is a behavior observed in experiments with rats that seems to suggest self-conflict [1,23,24]. It is mainly observed when rats are uncertain about making a decision, for example, when they make a mistake or change their strategy [5]. The presence of VTE is regarded as an indicator of a deliberative decision-making process, that is, the process of searching, predicting and evaluating future outcomes [4]. Deliberative decision making is an opposite notion to an automated decision-making process, such as habituation or reflex, and is computationally slower, while it can allow ongoing control to achieve flexible behavior. In fact, better performance is found when animals show VTE [2,6].

In this paper, we have tried to show the underlying mechanism responsible for the observation of VTE, and the advantages provided by it to demonstrate that VTE is associated with the chaotic activity of neuronal dynamics (Figure 7 and 9). We
modeled VTE in a simulated robotic experiment based on [16], which is a simplified abstract model of learning beings. Our aim is not to imitate the biological structure of animals, but to construct an abstract model to understand the essential mechanism that causes VTE. We expected that this simplified model would show 1) an emergent property of VTE just from a body-environment interaction, 2) the necessary mechanism behind VTE, and 3) the effects of VTE on behavior.

As we have seen in this paper, the spontaneous learning of the correlation between a cue and the location of the goal is achieved after repeatedly exploring the environment. We found that some robots showed conflicting behaviors similar to biological VTE patterns reported in experiments done with rats [1,4]. A common feature is that the highest frequency of VTE was found at the beginning of the learning stage and gradually diminished after mastering the task (Figure 3). Especially at the sixth or seventh trial, which were just after switching the reward position, the robot showed the highest number of VTEs. This could be the results of the interaction between the two neuronal pathways mentioned earlier in the method section; that is, one path (reward – vision – motor) leads the robot to go to the previous reward position (wrong decision), and the other (tactile – motor) lets it follow the tactile cue (correct decision). Therefore, we concluded that the head movements observed here were similar to real VTE, because they appear to be elicited from a conflict, rather than mere oscillations caused by immature synapses. In the later analyses, we collected more evidences that the VTE found in this experiment was not just an epiphenomenon expressed through head oscillations, but actually improved the learning performance of the robot.

We found that with different parameters the robot showed other patterns of VTE, which we classified into three groups: high at the beginning and low afterward (HL), low during the entire learning period (L), and high all the time (H). Those robots belonging to the L and H groups could have different strategies from the one explained in the method section. Interestingly, VTE was found only in some neural networks with redundant connectivity, while networks with a minimal ensemble of connections failed to show VTE.

Figure 15 summarizes the two learning processes, with and without VTE. A learning process with VTE (Figure 15 left; red line) will go through several steps. First, neurons display chaotic activity, which creates an exploratory motion pattern that allows the sensory inputs to fluctuate and vary constantly. When the chaotic dynamics is maintained, it prevents the robot from falling into a stable attractor. Therefore, the robot repeatedly learns the same environment under different conditions by exploring different paths. This prevents the convergence of the synaptic

Figure 14. Success rates with longer distance from the tactile cue to the reward. The x axis shows the length to the goal, while the y axis indicates the success rates. HL: High to low VTE. L: Low VTE. H: High VTE. Minimal: Minimal model. doi:10.1371/journal.pone.0102708.g014
weights, allowing adaptive control of the behavior (i.e., if an unpredictable event happens, the robot can smoothly adapt to it; Figure 14 and 4). We believe that these are the advantages of the VTE, as can be seen in Figure 11, 12, and 13. On the other hand, a robot not showing VTE (Figure 15 right; blue line) displays stable neuron activity, which lacks the chaotic instability, leading finally to settling into a periodic motion behavior. Such a stable behavior is not conducive to adaptability in general. Therefore, we have verified that the presence of VTE endows the robot with the ongoing control necessary to achieve adaptive behavior. Different from a mere reactive behavior, a robot showing VTE can adjust its behavior to the task, thereby improving its behavioral pattern. The ongoing learning found in the VTE-showing robots is also a feature of deliberative decision making. Therefore, it is plausible to say that our experiments computationally supports the idea that VTE is a behavioral representation of the deliberative decision making process [4,5].

We can paraphrase the above observation by making the following statement: VTE adds “internal” noise generated by chaotic activity in the neural network to the system’s behavior so that the performance is automatically geared toward robustness. As a consequence, robots without VTE fail to extrapolate the correct behavior from inexperienced sensory inputs. VTE is associated with the chaotic activity of neurons, where Hebbian learning continuously reorganizes the connectivity patterns, which results in robust behaviors. Namely, chaotic activity in the neural network causes sensory fluctuations, which results in robust and adaptive behavior, where VTE is a behavioral representation of the internal fluctuations.

As mentioned in the introduction, VTE is potentially regarded as a behavioral representation of deliberative decision making, which is the opposite notion of reactive decision making [25,26]. Here, we discuss connections of our study with the previous studies on the deliberation process. We propose in this paper that chaotic activity in the neural network produces behavioral VTE which causes sensory fluctuations that are crucial for learning and adaptation. In this respect, VTE is an emergent property of the system that is not necessarily deliberately triggered by the agent. Still, although indirectly, VTE in this paper shares several important features of deliberative decision making, that is, 1) allowing ongoing control of behavior, which is differentiated from a mere reflection, and 2) it is observed in uncertain conditions. Those two features are summarized as follows:

1) **Allowing ongoing control**: As presented in the result section (Figure 14), the HL robots changed their behavior if the reward position differed from the original one, suggesting that the robots modified their behavior by gathering information on an ongoing basis through the learning process. On the other hand, the behavior of the L robots was only dependent on the cue command, not on the reward position, which suggests that they were just reflective to the cue. Additionally, Figure 4 showed that the L robots improved their performance when the learning was off, while the HL robots worsened / maintained its performance. This also supports the idea that the HL robots learned behavior on an ongoing basis, while the L robot did not learn properly. From these observations, we would like to say that ongoing learning, differentiated from reactive decisions, can be self-organized through low-level body-environment and sensory-motor interactions. Although it is difficult to say our robots acted based on deliberative decision making, our results at least suggested that the VTE-showing robots acted in a more complex way than merely displaying reactive behavior.

2) **Observed in uncertain conditions**: As described earlier in our discussion, VTEs in the HL robots were observed just after the first switch of the reward position (the sixth and seventh trials). After the first switch, the robots were expected to face the two conflicting strategies: the reward guided to the previous reward position and the tactile cue indicating the current reward position. Therefore, it is plausible to say that the HL robots displayed VTE in the most uncertain conditions. This feature – VTE is observed in uncertain conditions – is shared by the VTE observed in rodent...
experiments [5]. We put the robot in different experimental arenas (i.e., different size of arena; Figure 13), and found the HL robots achieved robust control, which suggests that the VTE provided adaptive control under uncertain conditions. The adaptive control observed in the HL robots may be explained by Figure 7, which indicates that the HL robots visited a broader area than the L robots. The greater exploration of the arena by the HL robots would grant them with higher robust control.

In those two respects, our VTE model shares several important features of deliberative decision making observed in rodent experiments. Namely, the VTE observed in this paper can be a behavioral representation of deliberative decision making, as well as being an emergent property. We therefore have demonstrated that low-level body-environment and sensory-motor interactions can generate conflicting options in the central nervous system (as suggested in the methodology section and Text S1 and Figure S1–S4 in File S1), resulting in VTE finally switching into non-VTE phases. In other words, higher-level model-based navigation can emerge through lower-level interactions.

Our results support the idea that VTE can be a behavioral representation of deliberative decision making from the view of a computational approach. Here, we discuss the validity of our way of modeling VTE by comparing previous computational models. There are several previous computational models designed to explain the switch from deliberative to reactive behavior [27–29]. Although these models do not explicitly model VTE, their results demonstrated that behavioral sensitivity, such as VTE, could be observed in uncertain conditions. As an important difference from our model, their models used specific criteria, for example, an uncertainty level on action values, to induce the switch. On the other hand, our robots gradually reduced the amount of VTE, where the switch (i.e., higher VTE at the beginning and less afterward) generated spontaneously from lower-level interactions between the sensors, body, and environment, that is, from embodied properties. Thus, our results suggest that embodiment allows adaptive and intelligent behavior, like deliberative decision making, without any designed parameters in advance.

In this respect, our model can be differentiated from conventional methods for controlling robots (e.g., [29,30]). The parameters of the robot were evolved through GA, and based on the parameters, the robot had to learn the task by Hebbian learning. Hebbian learning is focused on the autonomous and on-line control of the robot’s movements, which we believe to be a biologically plausible learning mechanism. Contrary to a widely used method for controlling robots (e.g., back propagation, which tunes synaptic weights to minimize the error between the expected outputs and its own [29,30]), Hebbian learning does not require any explicit functions. Due to the lack of an evaluation function, it is difficult to control robots to solve complex tasks, yet Hebbian learning is an important piece of the mechanisms responsible for the capacity to learn and to memorize information. We aimed at creating a simple and abstract model of VTE so that this model does not necessarily have counterparts observed in human or rodent brain systems [31–34]. Also, the network structure we used here was specific to the Bovet-Pfeifer model. Still, we think the obtained results do not depend on the detailed architecture of the model. However, we believe that the separation of Hebbian learning from the internal dynamics is an important feature of the model, which is necessary in order to reproduce these results.

To conclude, we believe that linking explorative motions like VTE, chaotic activity, and robust learning is the way to understand how Hebbian learning functions in the real brain system. The connection between robust learning and VTE is consistent with previous research [2,6], in which rats/humans were found to exhibit a better performance when they showed VTE. Perhaps the biologically missing piece is whether chaos is truly part of the mechanisms involved in how the real brain works [35]. We believe that VTE is an essential phenomenon for understanding how the brain works, but as it is still important to determine whether chaos is an epiphenomenon caused by VTE or the mechanism that causes VTE, the relationship between chaos and VTE must be carefully investigated further in animal experiments (e.g. [3–5]).
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