The Fusiform Face Area Is Engaged in Holistic, Not Parts-Based, Representation of Faces
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Abstract

Numerous studies with functional magnetic resonance imaging have shown that the fusiform face area (FFA) in the human brain plays a key role in face perception. Recent studies have found that both the featural information of faces (e.g., eyes, nose, and mouth) and the configural information of faces (i.e., spatial relation among features) are encoded in the FFA. However, little is known about whether the featural information is encoded independent of or combined with the configural information in the FFA. Here we used multi-voxel pattern analysis to examine holistic representation of faces in the FFA by correlating spatial patterns of activation with behavioral performance in discriminating face parts with face configurations either present or absent. Behaviorally, the absence of face configurations (versus presence) impaired discrimination of face parts, suggesting a holistic representation in the brain. Neurally, spatial patterns of activation in the FFA were more similar among correct than incorrect trials only when face parts were presented in a veridical face configuration. In contrast, spatial patterns of activation in the occipital face area, as well as the object-selective lateral occipital complex, were more similar among correct than incorrect trials regardless of the presence of veridical face configurations. This finding suggests that in the FFA faces are represented not on the basis of individual parts but in terms of the whole that emerges from the parts.

Introduction

Studies with functional magnetic resonance imaging (fMRI) have identified a face-selective region in the fusiform gyrus, termed the fusiform face area (FFA) [1]. Further studies examined the nature of representations extracted from faces in the FFA, and found that both the featural information of faces (e.g., eyes, nose, and mouth) and the configural information of faces (i.e., the spatial relation among face parts) are encoded in the FFA [2–9]. However, whether the featural information is encoded independent of or combined with the configural information in the FFA is less clear. Here we used fMRI to examine the representation of faces in the FFA while manipulating the configural information.

Extensive behavioral studies have shown that the key difference in the way that faces are processed, compared to non-face objects, is that the featural and configural information are processed together as an integrated whole, termed holistic processing [10–14]. Further fMRI studies have suggested that the FFA is a neural substrate for holistic representation of faces. For example, the neural response to the featural information was found to be correlated with that of the configural information in the FFA [5], and configural changes affected FFA responses to face parts [15,16]. On the other hand, the processing of the featural information alone, termed parts-based processing, also plays an important role in recognizing faces [8,17]. Similarly, the FFA shows no preference for the processing of the configural information over the featural information [3,4,9], suggesting that the FFA may be engaged in the parts-based representation of faces as well.

Here we directly tested whether the representation of faces in the FFA is holistic, parts-based, or both. To do this, we examined the effect of configural change on the representation of the featural information in the FFA. Studies of facial structure have drawn two distinctions on configural information: (1) first-order configuration (i.e., the T-shaped configuration of eyes above nose above mouth) and (2) second-order configuration (i.e., the precise metrical relationships between face parts) [18,19]. Similar to holistic processing, the processing of the second-order configuration, termed configural processing, is critical in determining the identity of an individual face [20–24]. However, holistic processing and configural processing are two separate and distinct processes [10]. Therefore, to examine whether faces are holistically represented in the FFA, we asked the more basic first-order question of how the representation of faces is affected by the mere presence (vs. absence) of the first-order configuration. Specifically, we used a variant of the whole-part task, where participants are better at discriminating face parts (e.g., the eyes) between two serially-presented faces when the first-order configuration is present (Fig. 1A, Veridical) than absent (Fig. 1A, Scrambled) [5,13,20,25,26]. The performance difference in discriminating face parts between the presence and absence of the first-order face configuration was used as an index of holistic processing [13,27,28].
To examine neural correlates of behavioral holistic processing, we used multi-voxel pattern analysis (MVPA) to measure neural information encoded in the FFA. As compared with the traditional measure of the mean magnitude of blood oxygen level-dependent (BOLD) responses pooled across voxels, voxel-by-voxel patterns of activation provide richer information on neural representations at a finer-scale [29–33]. Further, we examined whether the correlation of spatial patterns was higher for correct than incorrect trials. O) “Holistic” representation. If the featural information of faces is combined with the configural information, a higher correlation of spatial patterns in correct trials than incorrect trials shall be observed only when the veridical face configuration is present (i.e., the interaction). D) “Parts-based” representation. If the featural information of faces is encoded independently of the configural information, a higher correlation of spatial patterns in correct trials than incorrect trials shall be observed regardless of whether or not the veridical face configuration is presented (i.e., the main effect). E) “Both” representation. If both types of representations are implemented in the FFA, we shall expect both the interaction and the main effect.

Specifically, we calculated correlations of spatial patterns of activation across independent fMRI data sets separately for correct versus incorrect trials (Fig. 1B). If spatial patterns of activation in a region are behaviorally relevant, correlations of spatial patterns shall be higher for correct than incorrect trials [35–38].

Based on these designs, we predicted that: (1) if the FFA is engaged in holistic representation of faces (Fig. 1C), we shall see an interaction, with a higher correlation occurring when participants correctly discriminate face parts placed in a veridical face configuration, not in a scrambled face configuration; or (2) if the FFA is engaged in the parts-based representation of faces (Fig. 1D), we shall see a main effect of higher correlations of spatial patterns for correct than incorrect trials regardless of configural changes; or (3) if the FFA is engaged in both types of representation (Fig. 1E), we should observe both the interaction and the main effect.

Figure 1. Stimuli and hypothetical representations. A) Exemplars of the Veridical face set (top) and the Scrambled face set (bottom). Face stimuli differ either in eyes or mouths within each set. B) Illustration of behavior-neural activation correlational analysis. Correlations of spatial patterns of activation in the FFA were calculated across independent fMRI data sets (i.e., even versus odd runs). We then examined whether the correlation of spatial patterns was higher for correct than incorrect trials. C) “Holistic” representation. If the featural information of faces is combined with the configural information, a higher correlation of spatial patterns in correct trials than incorrect trials shall be observed only when the veridical face configuration is present (i.e., the interaction). D) “Parts-based” representation. If the featural information of faces is encoded independently of the configural information, a higher correlation of spatial patterns in correct trials than incorrect trials shall be observed regardless of whether or not the veridical face configuration is presented (i.e., the main effect). E) “Both” representation. If both types of representations are implemented in the FFA, we shall expect both the interaction and the main effect.

doi:10.1371/journal.pone.0040390.g001
Materials and Methods

Participants

Thirteen college students (age 20–30; 8 females) participated in the study. All participants were right-handed and had normal or corrected-to-normal visual acuity. The MRI protocol was approved by the IRB of Beijing Normal University, Beijing, China. A written consent form was collected before the experiment from each participant.

Stimuli

The face stimuli were gray-scale adult Chinese faces with external contour (a roughly oval shape with hair on the top and sides) removed. Three original male faces were used to generate the stimuli and all stimuli were 7 x 8.3 cm (5.7” x 6.8” visual degrees in the scanner). First, a face template containing eyebrows and a nose was created. Second, for the face set with a veridical face configuration (Veridical), the eyes and mouth of a face image were randomly selected from those of three original faces, and then placed in a veridical face configuration. The metrical relationship between face parts (i.e., the second-order configuration) of all face exemplars was kept as constant as possible (Fig. 1A, top). Third, to create the face set with a non-face configuration (Scrambled), face parts from the Veridical face set were moved to new locations [5,20,25] (Fig. 1A, bottom). This non-face configuration was kept constant for all face images in the set. Therefore, participants could expect the left eye at one position and the nose at another, just as they could for faces with a veridical configuration. Note that in this study we only tested the effect of configurational changes on the perception of face parts. The effect of featural changes on the perception of face configurations was not examined simply because changes in featural information inevitably produce concurrent changes in configuration [22,39,40].

Experimental design

Each participant finished a single session consisting of (1) two blocked-design functional localizer runs, and (2) ten event-related-design experimental runs. The localizer runs consisted of human frontal-view faces, objects, houses, and scrambled objects. Each localizer run lasted 5 min and 36 sec, and consisted of sixteen 16 sec blocks with five 16 sec fixation periods interleaved. During each block, twenty different exemplars of a given stimulus category were presented for 500 msec in the center of the screen, followed by a blank interval of 500 msec. During the localizer runs, participants pressed a button whenever they saw two identical images in a row (i.e., 1-back task).

During the experimental runs, participants performed a discrimination task on pairs of faces that could differ in face parts. In a trial, a pair of face images was presented sequentially, either both with or without a veridical face configuration (Fig. 2A). Each trial lasted 4 sec, starting with a blank screen of 700 msec, followed by the first face image presented in the upper-left quadrant of the screen for 500 msec. Then, after a blank interval of 500 msec, the second image was presented in the lower-right quadrant for 500 msec, followed by a blank screen of 1.8 sec. The displacement of the first and second images in the screen was to discourage the use of low-level visual information for performing the task. In each run, there were 36 trials for the Veridical condition and Scrambled condition respectively, half of which consisted of face pairs that were identical and half of which consisted of face pairs that differed in either eyes or mouths. Participants were instructed to discriminate face parts between the face pair and then made a “same” or “different” judgment upon seeing the second image. There were a total of 360 trials for each condition in the experimental runs. In addition, twelve 2 sec fixation trials (i.e., no stimulus presented) were included as temporal jitters in each run. The order of conditions was counterbalanced using the optseq2 program (http://surfer.nmr.mgh.harvard.edu/optseq/) so that trials from each condition (including the fixation trials) were preceded, on average, equally often by trials from each of the other conditions. In addition, there was an 8 sec fixation period at the beginning and at the end of each run. Thus, each experimental run lasted 5 min and 28 sec.

MRI data acquisition

Scanning was conducted on a 3T Siemens Trio scanner (Erlangen, Germany) with an eight-channel phase-arrayed coil at BNU Imaging Center for Brain Research, Beijing, China. Twenty-five 4 mm thick (20% skip) near axial slices were collected (in-plane resolution = 3 x 3 mm), oriented parallel to each subject’s temporal cortex and covered the whole brain. T2*-weighted gradient-echo, echo-planar imaging procedures (EPI) were used (TR = 2 sec, TE = 32 ms, flip angle = 90°). In addition, MPRAGE, an inversion prepared gradient echo sequence (TR/TE/ TI = 2.73s/3.44ms/1s, flip angle = 7 deg, voxel size 1.1 x 1.1 x 1.9 mm), was used to acquire 3D structural images.

Data analysis

Functional data were analyzed with the Freesurfer functional analysis stream (Cortechs Inc, Charlestown, MA) [41,42], the fROI software (http://froi.sourceforge.net), and in-house Matlab code. After data preprocessing, including motion correction, intensity normalization, and spatial smoothing (Gaussian kernel, 5 mm full width at half maximum), voxel time courses for each individual subject were fitted by a general linear model (GLM). Each condition was modeled by a boxcar regressor matching its time course that was then convolved with a gamma function (delta = 2.25, tau = 1.25).

For the localizer runs, we used a standard localizer method to identify regions of interest (ROI) separately for each hemisphere and for each participant (Table 1). Specifically, the FFA was defined as the set of contiguous voxels in the mid-fusiform gyrus that showed significantly higher responses to faces as compared with objects (p<0.01, uncorrected) [Fig. 3A]. The relatively modest threshold used here was to obtain a decent number of voxels for MVPA. Another face-selective region, the occipital face area (OFA) [43], was defined in the same way but localized in the inferior occipital cortex (Fig. 3B). Two sub-regions of the lateral occipital complex (LOC) [44,45], the posterior lateral occipital region (LO) and the anterior region in the posterior fusiform gyrus (pFs), were defined as those regions that responded more strongly to objects than scrambled objects. The functionalities of the OFA, LO, and pFs were examined to provide a contrast to that of the FFA. The FFA was successfully localized in all participants in the right hemisphere and in 11 out of 13 participants in the left, whereas the OFA was localized in 12 out of 13 in the right and only 9 out of 13 in the left. The LO and pFs were bilaterally localized in all participants. Because faces are processed more dominantly in the right hemisphere and because the ROIs in this study were localized more consistently in the right hemisphere, we chose to restrict our ROI-based analyses to regions in the right hemisphere (unless noted otherwise).

For the experimental runs, instead of pooling BOLD responses across voxels in the ROIs, MVPA was used to measure neural information encoded at a finer-scale. Specifically, we examined whether the spatial pattern of activation in the FFA, as well as the other pre-defined ROIs, was read out for behavioral face perception. That is, we compared the similarity of spatial patterns...
of activation in an ROI when participants correctly discriminated face pairs (correct trials) versus when they made incorrect responses (incorrect trials). Trials in which participants did not make a response (less than 0.1% of total trials) were excluded from the analysis. For this analysis, the data were first preprocessed without spatial smoothing to maximize the sensitivity to any information present in the spatial pattern of activation. Then, we estimated the magnitude of the BOLD response with a gamma function (delta = 2.25, tau = 1.25) to each pair of faces as a compound trial for each voxel of each ROI. Finally, the ten experimental runs were split into five odd runs and five even runs, and the averaged spatial pattern was extracted from each half of the data (odd versus even runs) separately for each ROI, stimulus type (veridical versus scrambled), and behavioral response (correct versus incorrect). Within each ROI, we computed the correlation between the averaged spatial patterns on odd and even runs for veridical faces and for scrambled faces respectively; this analysis was performed separately on the data from trials in which the participant performed correctly versus incorrectly in the whole-part task. Before calculating the correlations, mean magnitude of activation across all conditions was subtracted from the magnitude of each condition in each voxel and in each half of the data. In addition to the MVPA, we also calculated the mean magnitude for each stimulus condition and for each response type by pooling BOLD responses across voxels.

**Results**

The absence of face configurations impairs discrimination of face parts

In the MRI scanner, face pairs, either both veridical or both scrambled (Fig. 1A), were presented sequentially (Fig. 2A). Participants performed a task to discriminate face parts between the faces in a pair. Behavioral data collected in the scanner showed that the participants were less accurate ($t(12) = 8.87$, $p < 0.001$, Cohen’s $d = 2.53$, veridical: 84.7%, scrambled: 72.7%) and slower ($t(12) = 5.95$, $p < 0.001$, Cohen’s $d = 1.70$) in discriminating face parts when they were placed in a non-face configuration (Scrambled) than in a veridical face configuration (Veridical) (Fig. 2B). Thus, faces are processed not on the basis of their individual parts, but rather on the basis of their overall shape, even when the participants were explicitly instructed to discriminate face parts. The absence of face configurations on the perception of face parts suggests a holistic face representation in the brain. Next, we examined whether the FFA is the neural substrate for this holistic representation.

Faces are represented as integrated wholes in the FFA

Spatial patterns were extracted from each half of the data (odd versus even runs) separately for each stimulus condition (Veridical versus Scrambled faces) and for each response type (correct versus incorrect responses). Within an ROI, we calculated correlations between the spatial patterns in odd and even runs from trials in odd and even runs separately for each ROI, stimulus type (veridical versus scrambled), and behavioral response (correct versus incorrect). Within each ROI, we computed the correlation between the averaged spatial patterns on odd and even runs for veridical faces and for scrambled faces respectively; this analysis was performed separately on the data from trials in which the participant performed correctly versus incorrectly in the whole-part task. Before calculating the correlations, mean magnitude of activation across all conditions was subtracted from the magnitude of each condition in each voxel and in each half of the data. In addition to the MVPA, we also calculated the mean magnitude for each stimulus condition and for each response type by pooling BOLD responses across voxels.

![Figure 2. Experimental procedure and behavioral result. A] Sample trials in the experimental runs. Participants were instructed to discriminate face parts in a sequentially-presented face pair, either both with veridical face configurations (Veridical trials) or both without the configurations (Scrambled trials). The two types of trials were randomly intermixed in the runs. B) Behavioral performance. In the scanner, participants were more accurate (Left) and quicker (Right) in discriminating face parts in the Veridical trials than the Scrambled trials. Error bars indicate standard error of mean (s.e.m.) above and below the mean. *: $p < 0.001$. doi:10.1371/journal.pone.0040390.g002

**Table 1.** Talairach coordinates of ROIs averaged across participants (Mean ± SD).

<table>
<thead>
<tr>
<th>ROI</th>
<th>Hemisphere</th>
<th>Talairach coordinates</th>
<th>Voxel numbers</th>
<th>Number of Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>FFA</td>
<td>Right</td>
<td>44±4 −54±7 −14±4</td>
<td>28±16</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>Left</td>
<td>−42±5 −56±11 −14±5</td>
<td>18±9</td>
<td>11</td>
</tr>
<tr>
<td>OFA</td>
<td>Right</td>
<td>35±5 −80±7 −6±2</td>
<td>32±26</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>Left</td>
<td>−37±3 −87±9 −8±3</td>
<td>30±30</td>
<td>9</td>
</tr>
<tr>
<td>LO</td>
<td>Right</td>
<td>42±5 −78±6 7±8</td>
<td>131±69</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>Left</td>
<td>−42±4 −81±4 6±9</td>
<td>174±73</td>
<td>13</td>
</tr>
<tr>
<td>pFs</td>
<td>Right</td>
<td>35±5 −41±8 −18±5</td>
<td>25±16</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>Left</td>
<td>−37±6 −46±6 −16±4</td>
<td>60±43</td>
<td>13</td>
</tr>
</tbody>
</table>

FFA: the fusiform face area; OFA: the occipital face area; LO: the lateral occipital cortex; pFs: the posterior fusiform gyrus; Number of Participants: the number of participants whose ROIs were successfully localized. doi:10.1371/journal.pone.0040390.t001
which participants performed correctly versus incorrectly in discriminating face parts either with or without face configurations.

A repeated-measures ANOVA of stimulus condition by response type on FFA responses revealed a significant two-way interaction ($F(1,12) = 5.09$, $p = 0.04$, partial $\eta^2 = 0.30$) (Fig. 3B). The main effects of stimulus condition ($F(1,12) < 1$) and response type ($F(1,12) = 1.38$, $p = 0.26$) were not significant. Post-hoc pairwise t-tests found that when a veridical face configuration was present, spatial patterns of activation in the FFA were more similar among correct than incorrect trials ($t(12) = 3.22$, $p = 0.007$, Cohen’s $d = 0.92$). In contrast, when the configuration was scrambled, there was no effect of correct versus incorrect on the correlations between the spatial patterns ($t(12) < 1$). We also matched the number of correct and incorrect trials between the two stimulus types by randomly selecting a subset of the data for a stimulus type that had more correct (or incorrect) trials. With the matched number of trials, we found a similar result—a significantly higher correlation in the FFA for correct compared with incorrect trials was observed when the face configuration was present ($t(12) = 3.94$, $p = 0.002$, Cohen’s $d = 1.23$), not when the face configuration was absent ($t<1$) (Fig. S1). In addition, in the left FFA neither the interaction ($F<1$) nor the difference between the correct and incorrect trials (both $t<1$) was found, consistent with previous findings that the holistic representation of faces is found only in the right FFA [46]. Finally, with the traditional GLM analysis using mean magnitudes of BOLD responses, we failed to find an interaction of stimulus condition by response type ($F<1$) (Fig. S2). This may be accounted for by the fact that FFA response to scrambled faces was almost as strong as that to veridical faces (Fig. S3), making the effect of holistic processing too weak to be detected based on mean BOLD magnitude alone.

The interdependence of the featural and configural information in the FFA suggests that faces are represented not on the basis of their individual parts but in terms of the whole that emerges from the parts, consistent with the Holistic model (Fig. 1C). However, an alternative interpretation may account for this finding: veridical faces were more familiar to the participants than scrambled faces. We ruled out this alternative by examining the behavioral relevance of the spatial pattern in the OFA. A two-way ANOVA revealed a main effect of response type ($F(1,11) = 21.14$, $p<0.001$, partial $\eta^2 = 0.66$) (Fig. 3C), indicating that the spatial patterns of

![Figure 3](https://example.com/figure3.png)

**Figure 3. The behavioral relevance of the spatial patterns of neural activation in the face-selective regions.** A) Face-selective regions of a typical participant. Face-selective regions, the FFA and OFA, from the fMRI localizer runs are shown on the right hemisphere (RH) of the inflated brain. Sulci are shown in dark gray and gyri in light gray. B) In the FFA, correlations of spatial patterns were higher for correct than incorrect trials only when face parts were presented in a veridical face configuration. * indicates that the two-way interaction of stimulus condition (Veridical versus Scrambled) by response type (Correct versus Incorrect) is significant. C) In the OFA, correlations of spatial patterns were higher for correct than incorrect trials, regardless of configural changes. Error bars indicate s.e.m. above and below the mean. *: $p<0.05$; n.s.: not significant.

doi:10.1371/journal.pone.0040390.g003
activation in the OFA were more similar among correct than incorrect trials. Importantly, there was no interaction of stimulus condition by response type ($F(1,11) < 1$), showing that the OFA has no preference for stimuli with veridical face configurations ($t(11) = 1.94, p = 0.08$, Cohen’s $d = 0.36$) over stimuli without such configurations ($t(11) = 3.64, p = 0.004$, Cohen’s $d = 1.13$). Therefore, the OFA is apparently engaged in the parts-based representation of faces (Parts-based Model, Fig. 1B), which is qualitatively different from the representation in the FFA. The functional division of labor between the OFA and FFA is further supported by a significant interaction of cortical region (OFA versus FFA) by response type (correct versus incorrect) when face configurations were absent ($F(1,11) = 6.13, p = 0.03$, partial $\eta^2 = 0.36$), confirming that the configural information is necessary for the featural information encoded in the FFA to be read out for behavioral face perception. The three-way interaction among cortical region (FFA versus OFA), response type (correct versus incorrect), and stimulus type (Veridical versus Scrambled) did not reach significance ($F(1,11) = 2.73, p = 0.13$).

The hierarchical representation of faces is not found in the object system

The functional division of labor between the OFA and FFA suggests that the FFA and the OFA may comprise a hierarchical network for face processing, with the FFA inheriting the parts-based representation of faces in the OFA, and then integrating this information with their spatial relations for the holistic representation of the faces. Here we examined the specificity of the hierarchy of face representation by investigating two regions in the object processing hierarchy, the LO and the pFs, that are located adjacent to the OFA and the FFA, respectively.

The spatial patterns in both the LO and pFs were more similar among correct trials than incorrect trials, regardless of whether face configurations were present (LO: $t(12) = 3.35, p = 0.006$, Cohen’s $d = 1.02$; pFs: $t(12) = 1.86, p = 0.09$, Cohen’s $d = 0.50$) or absent (LO: $t(12) = 2.35, p = 0.04$, Cohen’s $d = 0.49$; pFs: $t(12) = 3.25, p = 0.007$, Cohen’s $d = 0.80$) (Fig. 4). Importantly, there was no significant interaction between the LO and the pFs by response type when face configurations were absent ($F(1,12) = 2.88, p = 0.12$), further confirming that faces are represented non-interactively in both the LO and the pFs. Thus, for the ROIs tested, the holistic representation of faces is specifically carried out in the FFA, whereas the parts-based representation of faces is not.

**Discussion**

In this study, we asked whether the featural information of faces is encoded independently of or combined with the configural information of faces in the FFA, by correlating spatial patterns of activation in FFA with a measure of behavioral face perception. In the experiment, participants were instructed to discriminate face parts that were placed either in a veridical or in a scrambled face configuration. We found that the absence of the first-order face configuration impaired discrimination of face parts, showing the importance of overall structure in representing faces. More importantly, only when the face parts were placed in a veridical face configuration was the featural information in the FFA related to behavioral performance. Therefore, face parts were not independently and non-interactively represented in the FFA, suggesting that the FFA is only engaged in the holistic representation of faces.

Our study applied several novel methods to assess the nature of the representations in the FFA. First, unlike previous studies where FFA responses to face parts were compared with visually similar stimuli (e.g., black ovals) [5], in this study, spatial patterns of activation in the FFA were pooled by behavioral response (i.e., correct versus incorrect responses), while stimuli were kept constant. This approach largely avoided confounding factors such as differences in low-level properties among stimuli. Second, in previous studies, face parts were usually presented in a veridical face configuration [9,23]. However, this paradigm may be problematic, because the presence of veridical face configurations, although irrelevant to the task, automatically interferes with the processing of face parts [26]. In this study, we re-arranged face parts for the non-face configuration, and therefore achieved a relatively pure measure of the featural information present. Finally, instead of simply comparing neural activation across stimuli or tasks, we examined whether spatial patterns of the activation in the FFA were read out for behavioral face perception. The analysis of the behavioral relevance of neural activation helps differentiate activation that represents faces from activation that is simply epiphenomenal [38,47].

![Figure 4. The behavioral relevance of the object-selective regions.](image-url) Both the pFs (A) and LO (B) were involved in the parts-based representation of faces, as correlations of spatial patterns of activation in both regions were higher for correct trials than incorrect trials, regardless of configural changes. Error bars indicate s.e.m. above and below the mean.

doi:10.1371/journal.pone.0040390.g004
Our finding dovetails with previous studies showing that the FFA is involved in the holistic representation of faces [15,16,46]. Our study further demonstrates that the behavioral relevance of the featural information depended on the presence of veridical face configurations, ruling out the possibility that the FFA is also involved in the parts-based representation of faces. That is, the FFA is engaged in holistic representation of faces, where the face is represented as an integrated whole, rather than as a collection of independent components. However, it is less clear how the presence of the first-order face configuration facilitates the representation of faces in the FFA. One possibility is that face configurations may help coordinate activities of neurons in the FFA that are sensitive to different face parts so that the neurons can work in a cohort for representing faces, possibly through population coding [48].

In contrast to the results we observed in the FFA, the OFA is engaged in the parts-based representation of faces. Spatial patterns of activation in the OFA were more similar among correct than incorrect trials, regardless of configural changes. This result fits with a TMS study where TMS stimulation of the OFA selectively disrupted participants’ ability to discriminate face parts, not their ability to discriminate face configurations [5,15,49–52]. The parts-based representation found in the OFA is also consistent with the observation that the participants performed the task above chance-level when face parts were placed in a non-face configuration. However, the neural information in the OFA alone is not sufficient for optimal behavioral face perception. A higher performance in discriminating face parts with the presence of face configurations may be explained by the contribution of the neural information encoded in the FFA. Such information was lost in behavioral performance when face configurations were scrambled.

The dissociation between the holistic representation and parts-based representation of faces in the brain suggests a functional division of labor between the OFA and FFA. One possible explanation from a widely-held “local-to-global” view [53–55] is that the OFA and the FFA may process faces at different scales, with local properties of faces extracted in the OFA (i.e., face parts) and then more global properties extracted in the FFA for further holistic representation. However, our study suggests otherwise, as the LO and pFs, two regions in the object processing hierarchy along the ventral pathway, were only involved in the parts-based representation of faces [8,9,54]. Therefore, the functional division of labor observed between the OFA and FFA may arise from a qualitative difference at different stages of representation for faces, not merely from the quantitative increase in sensitivity to the global properties of objects along the ventral pathway [52,56]. In addition to the differences in function between the FFA and OFA, typical face processing requires collaborative efforts from both regions [57]. For example, the FFA can be preserved in an individual with a lesion to the OFA who, as a result, suffers from prosopagnosia [51,58]. Future studies on the nature of the dynamic links between the FFA and other cortical regions such as the OFA may help answer whether and how interactions with other regions modulate the computations conducted in the FFA.
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Figure S1 The behavioral relevance of spatial patterns in the FFA with matched number of trials. The numbers of correct and incorrect trials between the two stimulus types were matched by randomly selecting a subset of the data for stimulus type that had more correct (or incorrect) trials. Error bars indicate s.e.m. above and below the mean. (PDF)

Figure S2 Mean magnitudes of BOLD responses in the FFA. The magnitude was acquired by the traditional GLM analysis. A two-way ANOVA revealed no interaction of stimulus condition (Veridical versus Scrambled) by response type (correct versus incorrect) in the FFA (F < 1). Post hoc pair-wise t-tests revealed no significant difference between the correct and incorrect trials in either veridical or scrambled condition (t < 1). (PDF)

Figure S3 Mean magnitude of BOLD responses in the FFA to stimuli. A) FFA responses to faces with or without veridical face configurations. The FFA showed a strong response to the scrambled faces, which was about 93% of the activation level to the veridical faces. B) FFA responses to faces and objects in the localized runs. Note that the data shown here were not from an independent data set (i.e., the same set used to define the ROIs). Previous studies based on independent data sets show that FFA response to faces is at least two times higher than that to objects [8–9, 1]. (PDF)
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