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Abstract

Movement observation (MO) has been shown to activate the motor cortex of the observer as indicated by an increase of
corticomotor excitability for muscles involved in the observed actions. Moreover, behavioral work has strongly suggested
that this process occurs in a near-automatic manner. Here we further tested this proposal by applying transcranial magnetic
stimulation (TMS) when subjects observed how an actor lifted objects of different weights as a single or a dual task. The
secondary task was either an auditory discrimination task (experiment 1) or a visual discrimination task (experiment 2). In
experiment 1, we found that corticomotor excitability reflected the force requirements indicated in the observed movies
(i.e. higher responses when the actor had to apply higher forces). Interestingly, this effect was found irrespective of whether
MO was performed as a single or a dual task. By contrast, no such systematic modulations of corticomotor excitability were
observed in experiment 2 when visual distracters were present. We conclude that interference effects might arise when MO
is performed while competing visual stimuli are present. However, when a secondary task is situated in a different modality,
neural responses are in line with the notion that the observers motor system responds in a near-automatic manner. This
suggests that MO is a task with very low cognitive demands which might be a valuable supplement for rehabilitation
training, particularly, in the acute phase after the incident or in patients suffering from attention deficits. However, it is
important to keep in mind that visual distracters might interfere with the neural response in M1.
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Introduction

Movement Observation (MO) activates the motor system of the

observer in a similar way as movement execution. This was

demonstrated at the single cell level in monkey’s inferior frontal

and inferior parietal cortex where so called ‘‘mirror neurons’’ fire

when an action is performed but also when the same action is

merely observed [1]. In humans, MO activates the same motor

areas [2–7] as movement execution and, particularly, modulates

the corticomotor excitability of the primary motor cortex (M1) as

measured by transcranial magnetic stimulation (TMS). M1

facilitation is muscle and force specific [8–15] that follows the

timing of the observed action [16] and is influenced by posture and

perspective [17–19] leading to the view that the observer’s motor

system directly matches the perceived action to the corresponding

motor representation. Mainly based on two different research

lines, it has been suggested that the direct matching mechanism

during MO is a ‘‘near-automatic’’ process with low attentional

costs [20–23]. First, functional imaging results demonstrated that

MO activates motor areas to a similar extent when subjects either

focus on the displayed actions or divide their attention between the

movement stimuli and a secondary attention demanding task [24].

Second, behavioral studies showed consistently that responses to

stimuli depicting motor actions are faster when the executed and

observed movement are congruent than when they are incongru-

ent [25–33]. This so-called ‘‘automatic imitation’’ effect was

demonstrated even when the observed action was irrelevant to the

participants’ response or when participants attended to an

orthogonal stimulus dimension (e.g., to the brightness of the

shown limb than to the observed movement, [32]).

Recent behavioral studies using a similar reaction time

paradigm, however, revealed inconsistent results. Bach et al.

(2007) showed whole-body pictures of an actor as imperative cue

and found that the congruency advantage was only present when

subjects attended to the body part relevant for the reaction time

task (e.g., attending to the actor’s foot when responding with the

foot), but not when attending to a neutral body part (e.g. the

actor’s head). Similarly, Chong et al (2009) reported that the

congruency advantage of action stimuli was abolished when the

participant’s attention was directed away from movement features,

e.g., when response selection depended on a symbolic cue not

related to motor actions such as the color of a symbol overlaying a

snapshot of a hand action. These latter behavioral results are in

conflict with the automatic imitation hypothesis and suggest that

MO is influenced by attentional top-down control even when the

action stimuli are simple and easy to identify. Also at the neural

level it was shown recently that brain activity within classical MO

areas is enhanced when subjects allocate attention to the

movement stimuli [25,34] a finding that is inconsistent with

Jastorff et al (2010) who reported similar brain activation when

movement observation was performed as a single or a dual task.

The results of Chong et al. (2009) and Muthukumaraswamy and
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Singh (2008) suggest that brain activity during MO is modulated

by attention, however, it has to be noted that this result does not

allows to draw firm conclusions about the attentional costs related to

MO.

To answer this question we used TMS to measure changes in

corticomotor excitability of the observer’s primary motor cortex

(M1) while participants observed simple motor actions either alone

(single task) or in parallel with a demanding secondary task (dual

task). During the observation task, participants watched how an

actor grasped and lifted either a light or a heavy object. Based on

previous research [9,10] we predicted that for the single task

condition, M1 excitability would be modulated in accordance to

the weight of the object indicative of a direct observation-

execution matching mechanism potentially mediating action

understanding. Critically, we tested whether M1 excitability would

exhibit a similar weight-related modulation when subjects

performed a demanding discrimination task in parallel, suggesting

that this response is evoked by a near-automatic mechanism. This

dual task approach assumes that attentional control imposes

restrictions when two tasks are executed in parallel as conceptu-

alized by the central capacity sharing model [35]. The central

capacity sharing model proposes that dual task interference arises

due to capacity limitations [35]. Thus, when two tasks are

performed in parallel, the total capacity will be divided and

processing will occur simultaneously. In this case, performance

deterioration due to dual task interference will arise when

competing task demands exceed the available computational

resources [36]. Interestingly, the central capacity sharing model

predicts less dual task interference when two tasks access different

sensory modalities, as each modality is entitled to its own separate

attention resources [37].

Here we test this prediction by instructing subjects to perform

the movement observation (MO) task together with either an

auditory or a visual discrimination task. We hypothesize that

modulations of M1 excitability in relation to force requirements

of the observed action reflect a direct observation-execution

matching mechanism during MO. If this MO specific modulation

is absent during the dual task condition it signals interference and

one would conclude that MO requires at least some attentional

resources. Moreover, if the modulation of M1 excitability is

specifically perturbed when the secondary task accesses the visual

domain, it would suggest that MO relies specifically on visual

attention.

Further insights into the attentional demands of MO are not

only of academic interest but might also have clinical implications,

as MO might be an additional form of therapy, for example after

stroke [38–40] that can be used in patients with attentional

deficits.

Methods

Ethics Statement
Study protocol and informed consent were approved by the

local Ethics Committee for Biomedical Research at the Katholieke

Universiteit Leuven and in agreement with the Code of Ethics of

the World Medical Association (Declaration of Helsinki) [41].

Written informed consents were obtained from all subjects.

Subjects
Fourteen subjects (8 females, age 20.6 yrs62.4 yrs) participated

in experiment 1 and a different group of twelve subjects (4 females,

age 22.8 yrs63 yrs) was included in experiment 2. All participants

were self-reported right hander’s, wrote with their right hand and

had high positive scores in the Oldfield Questionnaire [42] (Exp 1:

ranging from 76 to 100, mean score 95610,34; Exp 2: ranging

from 41 to 100, mean score 96610). Everybody was naive to

the purpose of the study and had no overt sensorimotor or

neurological deficits. Each participant was screened for risk factors

and potential adverse effects caused by TMS and signed an

informed consent before the experiment. The results of one

participant from experiment 1 were excluded from further

analyses due to lack of obedience to perform the task as instructed.

Procedure of measurements
The following TMS protocol was identical for both experi-

ments. TMS was delivered via a Magstim 200 Stimulator

(Magstim, Whitland, Dyfed UK), connected to a figure-of-eight

coil (70 mm diameter) to deliver focal TMS pulses. The coil was

positioned over the left hemisphere such that the handle pointed

away from the midline by a 45u angle. This position ensured a

posterior-lateral to anterior-medial flow of the induced current,

approximately perpendicular to the central sulcus, which is

optimal for stimulating the corticospinal pathway of M1. Motor

Evoked Potentials (MEPs) were recorded by means of an

electromyogram (EMG) which was measured by two disposable

Ag-AgCL surface electrodes (Blue sensor SP) placed over the

opponens pollicis (OP) muscle in a belly-tendon montage. The OP

was chosen because it is strongly involved in grasping as shown in

the videos and is facilitated in a weight-specific manner during

movement observation [9]. The responses were sampled at

5000 Hz (CED Power 1401, Cambridge Electronic Design, UK)

amplified, band-pass filtered (5–1500 Hz), and stored for offline

analysis. The EMG signal was displayed online and visually

inspected for increased background activity.

TMS was used to determine the so called ‘‘hotspot’’, i.e., the

position where MEPs with the highest and most consistent

amplitudes were evoked in the right OP muscle. At the hotspot,

the Rest Motor Threshold (RMT) was determined as the lowest

stimulation intensity to evoke MEPs of at least 50 mV in 5 out of

10 consecutive stimulations [43]. During the experiment, subjects

were stimulated at 130% of their individually determined RMT.

Pre-stimulus EMG activity was quantified by the Root Mean

Square Error (RMSE) calculated within a 100 ms interval

preceding the magnetic pulse (110–10 msec. before TMS) and

used to assess the presence of unwanted background EMG

activity. TMS triggering and EMG recordings were controlled by

Signal Software (2.02 Version, Cambridge Electronic Design,

UK).

Design
The participants were seated in front of a digital computer

screen (Dell 1707, resolution 11526870 pixels, refresh frequency

60 Hz), at a distance of approximately 50 cm, with their hands out

of sight and supported by a soft cushion to ensure relaxation. They

were instructed to keep their forearm and hand muscles as relaxed

as possible and the background EMG activity was monitored by

the experimenter.

Three different digital videos of grasping actions were shown in

a randomized order (Fig. 1A): 1. A static scrambled image of the

general screen (baseline) 2. A hand that enters the scene grasps and

lifts a light object to place it on an elevated position (LIGHT). 3. A

hand that enters the scene, grasps and lifts a heavy object, and

places it on an elevated position (HEAVY). All video clips were

shown in the sagittal plane and the actor used a whole hand grip to

lift and place the object (Fig. 1). The video clips were displayed

with a frame rate of 25 Hz, each clip lasted 6 s separated by 1 sec.

breaks (black screen) resulting in a total duration of 7 sec forming a

trial (Fig. 1). Each trial was repeated 5 times forming one block

Movement Observation and Attention
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and TMS was applied once for every trial (i.e. one block lasted

35 sec and 5 TMS pulses were recorded). This ‘‘block design’’ was

applied because it reveals consistent MEP responses as demon-

strated previously [8–10,18,44].

Subjects were instructed to watch each trial attentively and to

report after the 35 sec. block whether the object lifted in the 5

trials was light or heavy. Note that this task was very undemanding

and that it was easily performed by the subjects. The digital video

clips showing the motor actions were identical in both experi-

ments, however, the discrimination task accessed either the visual

or the auditory modality.

In experiment 1, subjects solved an auditory discrimination task.

Subjects had to discriminate between two series of tones, each

consisting of 8 tones with different pitch (400–600 Hz, duration

0.1 sec.). Seven tones were played with a short inter tone interval

of 0.165 sec, and one with a long inter tone interval of 0.33 sec.

The two series of tones were either identical or differed because

the long inter-tone interval was shifted to another position (see

Fig. 1). The two series of tones were preceded by a voice saying

‘‘one’’ and ‘‘two’’, respectively and they were separated by silence

lasting 1 sec. After the second series of tones, when the 7 sec trial

has ended, subjects had to answer whether the two series were

identical (‘‘yes’’) or not (‘‘no’’) or whether no decision could be

made (‘‘pass’’). The tone discrimination sequences were randomly

assembled by the acquisition software which also assured that

sequences were identical in 50% of all trials.

Importantly, the auditory stimuli as well as the verbal responses

of the subjects were kept identical in all conditions, i.e., subject

watched always one of the three video clips while hearing the two

series of tones and always had to give a verbal response. In the

single task condition, subjects were instructed to pay attention to

the video shown in the trial while ignoring the tones and to answer

‘‘yes’’ by default. In the dual task condition, subjects had to pay

attention to both the video shown in the trial and the auditory

discrimination task. In all conditions the TMS timing was adjusted

such that the stimulation was applied in the break between the two

series of tones when the object was lifted in the air.

In experiment 2, a visual stimulus was added to the video shown

in each trial; such that the rim around the video changed colors

every 200 or 750 msec. Participants were asked to discriminate

between two series of three colors separated by a black colored rim

(see Fig. 1). The order in which the colors were presented was the

same in both series. However, each color was shown either for 200

or 750 msec. and the timing could differ between the two series.

For example, the first series might be yellow (200)-red (750)-yellow

(200) and the second yellow (200)-red (200) yellow (750). After the

second series of colors was observed i.e. during the break between

two video clips, subjects had to answer whether the two series of

colors were identical (‘‘yes’’) or not (‘‘no’’) or whether no decision

could be made (‘‘pass’’). Also the color discrimination sequences

were randomly assembled and the stimuli were kept constant

across conditions, i.e., the tones/changing colors of the rim were

always present and subjects were instructed to focus on the

grasping videos only (single task condition) or to perform the

auditory/visual discrimination task in parallel (dual task condi-

tion). Hence, in the single task condition subjects had to give a

verbal response (‘‘yes’’ by default) at the end of each trial (Fig. 1).

In the dual task condition for experiment 2, they were instructed to

look at the action stimuli and solve the color discrimination task

via peripheral vision. In all conditions the TMS timing was

adjusted such that the stimulation was applied in the break

between the two color series when the object has been lifted by the

actor.

In both experiments, there were 6 different conditions (baseline,

LIGHT, HEAVY movie watched either under single or under

dual task condition). For each of these conditions the same video

was shown 5 times (forming one block where 5 MEPs were

collected) while the auditory/visual discrimination task changed

continuously. We tested 4 blocks for each condition resulting in 20

trials/MEPs per condition (120 in total). Breaks were allowed

Figure 1. Video clips and discrimination tasks of experiments 1 and 2. Both experiments used the same 3 different video clips: baseline
(top), light (middle) and heavy (bottom). Movement observation was presented together with an auditory discrimination task (A, experiment 1) or a
visual discrimination task (B, experiment 2). The six different video sequences presented here represent one single trial with duration of 7 sec each.
A In experiment 1, subjects had to discriminate two series of tones such that the position of one longer inter-tone-interval could either be identical
(A, top) or different (A, middle). B In experiment 2, subjects had to discriminate to series of color changes of the rim. One of these colors was shown
longer (as indicated by wider rectangles), however, the rhythm of the color change could either be identical (B, top) or different (B, middle). In both
experiments, subjects had to say ‘‘yes’’ when the two series of tones/colors were identical, ‘‘no’’ when they were not identical, and ‘‘pass’’ when no
decision could be made. The verbal response was provided after the video clip had finished. TMS was applied in between the two series of tone,
when the object was lifted in the air, as symbolized by the TMS coil.
doi:10.1371/journal.pone.0027292.g001
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whenever needed by the subject. Importantly, the condition blocks

were presented in pseudorandom order across subjects. More

specifically, we presented all 6 condition blocks in random order

and repeat this procedure 4 times (each time the order of the

6 condition blocks was randomized). A typical randomization

for one subject would be: 4 2 3 5 1 6 2 1 5 6 4 3 6 4 3 2 1 5

3 5 6 4 2 1 (with numbers indicating the different conditions). Note

that randomization was different in each subject to exclude order

effects. We chose this manner of pseudo-randomization for two

reasons: Fist of all, it minimizes order effects at the group level.

Secondly, it is possible that responsiveness to TMS changes slightly

during an experiment. By cycling through all 6 conditions within

each of the 4 repetitions the direct comparison between conditions

is relatively close in time and direct comparisons are less

confounded by a slow excitability drift.

After the experiment, subjects were de-briefed and all reported

that they experienced discrimination task, and particularly the

auditory version, as challenging.

Data analysis
All trials were visually inspected and trials with increased pre-

trigger EMG activity (RMSE .0.004 mV) were removed from

further analysis (13.169.8%). For the remaining trials, the peak-

to-peak amplitude of the MEPs was determined as an index of the

corticomotor excitability of the OP. MEP amplitudes were

averaged within each condition, and a z-transformation was

applied to reduce inter-subject variability which can be substantial

when absolute MEP size is used.

Statistics
The z-transformed mean MEP amplitudes (zMEPamp) and the

pre-trigger EMG as quantified by the RMSE were subjected to

separate two-way Analysis Of Variance models for repeated

measurements (ANOVA) with the within subject factors ‘‘task’’

(single, dual) and ‘‘movie’’ (baseline, LIGHT, HEAVY). Pre-

planned comparisons were used to test specifically whether

zMEPamp were larger for the HEAVY than the LIGHT

condition, as predicted by previous data [9,10].

Discrimination performance (% correct answers) of the

secondary tasks was subjected to one-way repeated measures

ANOVA to compare discrimination performance between

baseline, LIGHT and HEAVY. The discrimination results of

two subjects from experiment 1 were lost due to technical

malfunction.

Finally, the judgment of the object’s weight lifted in the video (%

correct answers) was compared between single and dual task

conditions by a t-test. For all statistical tests, the a-level was set to

a= 0.05. Descriptive statistics are reported by the group’s mean

and standard error.

Results

Experiment 1
On average, the hotspot of the OP was positioned at

5.4360.65 cm (mean 6 SD) lateral from the vertex and

0,2960,83 cm anteriorly to the intra-aural line. The RMT was

43%65.25 of the maximum stimulation output.

Subjects recognized the weight of the object lifted in the videos

with high accuracy in the single task (100% correct) and dual task

conditions (9861% correct) which were not significantly different

(t(12) = 1.4, p = 0.186). The auditory discrimination task was

challenging and discrimination accuracy was 71% across all

movie conditions. Importantly, accuracy in the baseline condition

(70.863.7%) did not differ significantly from the LIGHT

(69.664.8%) or HEAVY condition (72.263.9%) (F(2,20) = 0.179

p = 0.83).

Corticomotor excitability of the OP was modulated by MO and

in a weight-dependent manner, such that zMEPamp were smallest

for the baseline condition and highest for the HEAVY movie

condition (figure 2). Importantly, this modulation was similar

when the movies were observed as a single or a dual task, as

indicated by a significant main effect of Movie (F(2, 26) = 4.5534,

p = .021) in the absence of a significant Movie x Task interaction

(F(2, 26) = .28428, p = .75). This result was further confirmed by

pre-planned comparisons revealing that the zMEPamp were

significantly larger for the HEAVY than the LIGHT movies

irrespective of whether MO was performed as single

(t(13) = 1.82323, p = .047) or dual task (t(13) = 2.39015, p = .017).

However, performing the auditory discrimination task enhanced

zMEPamp across all movies compared to the single task conditions

as indicated by a highly significant Task main effect

(F(1,13) = 17.769, p,.005).

The pre-trigger EMG exhibited small but significant differences

such that higher values were found for the baseline (0.0019

60.0004 RMSE EMG) than the other conditions (LIGHT:

0.0018160.0004; HEAVY: 0.0018660.0004), as indicated by a

significant Movie effect (F(2, 26) = 4.8563, p = .017). No other

effects reached significance (F(1, 13)#3.8261, p$.074).

Experiment 2
On average, the hotspot of the OP was positioned at

5.0460.47 cm (mean 6 SD) lateral from the vertex and

0,3660,81 cm anteriorly to the intra-aural line. The RMT was

41,63%66,02 of the maximum stimulation output and was not

significantly different from experiment 1.

Also in experiment 2 subjects performed MO with high

accuracy for both the single (99.360.5% correct) and the dual

task conditions (99.760.3% correct) which were not significantly

different (t(10) = 1, p = 0.3). The visual discrimination task was

performed with 80% accuracy which did not differ across the

movie conditions (baseline: 8360.05%, LIGHT: 8060.04%,

HEAVY: 7860.05%) (F(2, 20) = .92, p = .41).

For the zMEPamp (figure 3), no significant effects were found

for the Movie (F (2, 20) = .88511; p = .42823) or the Movie x Task

interaction (F (2, 20) = 1, 4389; p = .26072). Particularly the fact

Figure 2. Interaction effect of the observed weight and the
auditory discrimination task on MEP values of the OP in
experiment 1. z transformed MEP amplitudes (zMEPamp) are shown
for the single task (open circles) compared with the dual task (black
squares) for the three different observation conditions. Vertical bars
indicate standard errors.
doi:10.1371/journal.pone.0027292.g002
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that zMEPamp responses were not higher for the HEAVY than

the LIGHT single task condition was unexpected and inconsistent

with our hypothesis. For the dual-task condition, preplanned

comparisons revealed that zMEPamp was significantly larger for

the HEAVY as compared to the LIGHT movie (t(11) = 2.24,

p = 0.023), however, this effect was largely driven by the low

response to the LIGHT dual task condition. By contrast,

zMEPamp did not differ between the dual task HEAVY and the

dual task baseline condition (t(11) = 1.33, p = 0.10). Thus, the

surprising result for experiment 2 was that there was no consistent

Movie effect. A power analysis revealed that we would have to

increase sample size of experiment 2 to n = 134 to find an effect of

similar size as in experiment 1 with only 14 subjects (where we had

a power of 71%). This confirms that the movies were less effective

in modulating zMEPamp when combined with a visual than with

an auditory discrimination task. As in experiment 1, there was a

strong Task effect such that zMEPamp values were significantly

larger in the dual than the single task condition (main effect (F (1,

10) = 27,942; p,.005). This effect was mainly driven by the

baseline and the HEAVY condition (t(11)$3.28, p,0.005).

The pre-trigger EMG was small and differed only slightly across

conditions as indicated by non significant statistics (F (2, 20)

, = .30380; p. = .77272).

Discussion

In this study we used a dual-task approach to explore whether

Movement Observation is an attention-demanding process and

whether attentional costs depend on the sensory modality accessed

by the secondary task. Our novel finding was that experiment 1

yielded no evidence for dual-task interference when MO was

performed together with an auditory discrimination task as neither

discrimination accuracy in the secondary task nor the action

specific modulation of M1 excitability in response to MO differed

between single and dual-task conditions. By contrast, experiment 2

revealed that MO specific modulation of M1 excitability was

perturbed when the visual discrimination cues were added to the

MO videos. Notably, TMS parameters were very similar across

experiments such that the differential outcomes of experiment 1

and 2 resulted most likely from the auditory versus visual

discrimination task. Together our findings indicate that dual task

interference might arise when competing visual stimuli are present

(experiment 2), but not when the competing task accesses the

auditory domain (experiment 1).

No dual-task interference when MO was performed
together with a cross-modal task

Experiment 1 revealed no evidence that performing MO in

parallel with an auditory discrimination task caused dual-task

interference. More specifically, there were no differences in

discrimination accuracy when the auditory discrimination task

was performed while observing the LIGHT or HEAVY movies or

during the baseline condition, i.e., when subject saw a static image

and could completely focus on the secondary task. This result is

not surprising as the MO task was chosen such that it had low

demands as the force requirements were recognized easily and

with nearly 100% accuracy. Despite that MO was performed

effortless, it affected OP excitability in a force related manner,

such that MEP amplitudes were significantly higher when

observing the HEAVY than the LIGHT movie. For the single

task condition this is consistent with previous work [9,10] and in

line with the notion that that the observer’s motor system directly

matches the perceived action to the corresponding motor

representation [13,45]. Importantly, the same modulation of M1

excitability in response to the HEAVY versus LIGHT movie was

found when MO was performed under dual-task conditions,

indicating that observation-execution matching was still intact and

that the force requirements were represented in the observer’s

motor system. Together, the behavioral and neural results strongly

suggest that there was no dual-task cost when the auditory

discrimination task was executed simultaneously with MO

supporting the notion that movement observation is a near

automatic process.

One explanation for this finding was proposed by Alais et al.

(2006) who suggested that each sensory modality is entitled to its

own separate attention resource and that dual-task interference is

less likely to occur when different modalities are accessed.

According to the capacity sharing model of Navon and Gopher

(1979) this suggests that the attentional demands of MO were low,

not exceeding computational resources at the central level. This is

consistent with previous research demonstrating that imitation

might emerge involuntarily suggesting that observation-execution

matching during MO is an automatic process [20–25,32].

Visual distracters influence M1 responses to MO
Even though the weight perceptions as well as the visual

discrimination task were performed very accurately in experiment

2, MEP results were highly unexpected. Contrary to our

hypothesis, experiment 2 revealed only inconsistent weight-related

modulations of M1 excitability. Particularly in the single task

condition, MEP responses were not higher for the HEAVY than

the LIGHT condition which was against our expectations based

on previous research [10]. For the dual-task condition, we found a

significantly lower response to the LIGHT than the HEAVY

videos, but no significant differences between the HEAVY and the

baseline condition. This is again inconsistent with previous

research which predicted that the MEP amplitudes should be

significantly larger for MO than for a control condition not

showing motion stimuli [8–19].

The lack of consistent MO effects in our present study was most

likely caused by adding additional visual cues to the motor action.

One explanation is that the blinking frame exerted a strong

influence on M1 excitability via indirect anatomical pathways.

Thus, the observer’s motor system might have reflected the motor

information shown in the video, but this effect was masked because

Figure 3. Interaction effect of the observed weight and the
visual discrimination task on MEP values of the OP in
experiment 2. z transformed MEP amplitudes (zMEPamp) are shown
for the single task (open circles) compared with the dual task (black
squares) for the three different observation conditions. Vertical bars
indicate standard errors.
doi:10.1371/journal.pone.0027292.g003
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excitability was additionally influenced by the changing colour

stimuli of the rim. Even though there is no direct anatomical

connection between visual cortex and M1, visual areas project to

parieto-temporal regions which are connected to premotor areas

that, in turn, project to M1[46,47]. For example, the STS region,

which is assumed to provide the main visual input to the mirror

neuron system, responds to a large variety of different visual

stimuli [23]. It was shown previously that the presence or absence

of visual input has an effect on M1 excitability [48], however,

currently there is no evidence that differences in colour would

have a similar effect [49]. Moreover, it has to be noted that the

TMS pulse was always applied in the short pause between the two

series of changing colours, such that the rim colour was black in all

conditions. Thus, even though we cannot firmly exclude that the

changing colours influenced M1 excitability, this explanation

seems to be less likely and is currently not supported by the

literature.

An alternative explanation for our unexpected results is that the

changing colours might have acted as distracters, which provoked

involuntary gaze shifts. Particularly, as subjects might have guessed

the weight of the object after the first trial shown in a block. One

has to note that subjects were repeatedly and explicitly reminded

to look at the hand-object interaction shown at the videos and that

TMS stimulation was provided during the break between the two

series of color cues, i.e. when the screen was black and no

information for the color discrimination task was provided.

However, we can only assume that subjects complied with this

instruction and looked at the MO stimuli during TMS application

because it was not possible to measure eye movements in the

present experiment. Moreover, in a previous study showing similar

movements as used here, subjects were required to look at a

fixation point which was either located slightly above or slightly

below the effector-object interaction [24]. Even though subjects

did not look at the action directly, this study reports strong brain

activation within classical mirror-neuron areas in the inferior

parietal and inferior frontal/ventral premotor cortex suggesting

that also non-foveal vision might be sufficient to induce activity

’’resonating’’ with the observed movement. However, future

studies will have to resolve the issue whether resonating behavior

in M1 depends on foveal vision during MO.

Another, even though not mutually exclusive, explanation is

that the changing colours of the rim induced shifts of visual

attention, either overt or covert.

Such bottom-up mechanisms have been described previously,

such that environmental cues as the colour changes of the rim

drawn the observer’s attention involuntarily to a new position in

space [50–52]. Thus, the presence of distracting visual stimuli

might have perturbed weight-dependent M1 responses as typically

observed when the same movement stimuli are observed without

additional visual distracters (see experiment 1 and [9,10]). This

interpretation is consistent with the findings of Bach et al. (2007),

Muthukumaraswamy and Singh (2008) and Chong et al. (2008)

who argued that visual attention needs to be directed towards the

relevant stimulus to increase the efficiency of MO.

Note however, that movement is a strong exogenous cue that

attracts attention nearly unconsciously [53,54]. This feature

inherent to most stimuli used for MO (except when still pictures

are shown) might contribute to the automatic imitation effects

reported earlier when biological motion [30,55–57] or even non-

biological motion stimuli were observed [58–61].

Finally, one has to note that excitability changes in M1 are

reflecting many different features of the observed movements. For

example, M1 activity mirrors not only times the course of the

observed action but exhibits also anticipatory activity because

future actions or goals can be simulated in the observers motor

system [17,62–64] . Similarly, M1 encodes not only muscle and

force related aspects but is additionally also influenced by the

compatibility of the observer’s and model’s posture [14,17,18].

Even though these aspects were kept constant across our

experimental conditions, these previous findings confirm that

M1 excitability is a compound measurement reflecting many

different features related to the observed stimuli. Note also that

weight perception was very accurate even though MEP responses

revealed no consistence result pattern. Thus, it is possible that

other factors then the observed hand-object interaction influenced

corticomotor excitability in experiment 2.

M1 receives projections deriving from different upstream areas

with the inferior frontal gyrus/ventral premotor cortex (PMv) [65],

being probably the most important input area. PMv has been

shown to encode kinematics and motor aspects of the observed

action [66] and transiently disrupting PMv impairs (1) perceptual

weight-judgment tasks [67] as well as (2) M1 responses to simple

biological movements as measured by corticomotor excitability

[65]. This suggests that PMv plays a causal role in MEP facilitation

during MO. Neurons in PMv exhibit not only motor or mirror

properties, but many respond also to purely visual input which was

mostly demonstrated in the context of object properties [68]. As

such, PMv might have been activated by the colored rim,

influencing M1 excitability also for non-motion related visual

information.

Discrimination tasks increase M1 excitability
We found that OP excitability in M1 was substantially increased

during the discrimination task. This result was unexpected and

has, to our best knowledge, not been described in the TMS

literature previously. However, the effect was statistically very

robust and observed across both experiments. Note also that the

sensory stimuli were identical in the single and dual task condition,

indicating that the increase of M1 excitability rather resulted from

cognitive demands due to discrimination than the sensory input

per se. Using functional magnetic resonance imaging, increased

brain activation was demonstrated for dual-tasking [69] as well as

cognitive demanding tasks [34]. Therefore, the increased M1

excitability could be explained by a higher activation of areas

upstream from M1 which might have been directly involved in the

increased working memory load from the discrimination task or by

a general increase in arousal.

Another potential explanation was yielded by Van Leeuwen

et al (2009) who showed that priming effects induced by biological

motion stimuli were stronger when working memory load was high

while no such effects were found when responding to spatial cues

unrelated to body movements [70]. Using a similar paradigm,

Gowen at al. (2010) argued that automatic imitation in response to

biological versus non-biological primes depends on top-down

attentional control mechanisms and that visual manipulations, like

a flash created by a yellow rim, are sufficient interact with the

attentional focus making it either too narrow or too diffuse [71].

Importantly, the results of Van Leeuwen et al (2009) indicate that

an increase of central work load might interfere with executive

functions necessary to inhibition overt imitation. At a general level,

our results are in line with these previous findings because the

increased excitability in the dual-task condition might be indicative

of an overall dis-inhibition of the motor system.

Alternatively, our data might be explained by recent findings

that the excitability of hand muscles increases when the order of a

series of elements needs to be processed as during counting [72].

This was indeed the case in our study and might have lead to the

increase of M1 excitability during the discrimination task.
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Conclusions and potential clinical applications
In summary our data show that MO activated action

representations in M1 effectively when subjects performed a

secondary task not accessing the visual modality. By contrast, MO

specific facilitation of the observer’s M1 was perturbed when visual

distracters were added to the motor action stimuli, even when

subjects were instructed to ignore these additional cues. This

indicates that MO per se makes little demands on computational

resources involved in attentional control at a central level.

However, MO might be impaired when competing visual stimuli

are present causing structural interference within visuo-motor

processing pathways [37,73] or interfering with attentional control

either via bottom-up or top-down mechanisms. This might be

particularly the case if saliency is higher for non-motor than motor

information represented in the visual stimuli.

Our findings might have practical implications for using MO in

rehabilitation settings, for example after stroke. During recent

years, there is increasing theoretical and empirical support that

cognitive strategies such as MO, imitation or motor imagery are

valuable additions to physical therapy in stroke rehabilitation [40].

Most empirical studies have investigated the effect of motor

imagery which was shown to be beneficial in augmenting physical

therapy in acute [74] subacute [75] and chronic stroke [76,77]

patients. However, motor imagery requires voluntary mental effort

and, in particular, a high degree of attentional control. Therefore,

MO which is a task with very low cognitive demands might be a

valuable alternative that could be used already in the acute phase

after the incident or in patients suffering from attentional deficits.

Acknowledgments

The authors would like to thank Gwen De Gruyter and Ilse Ibens for their

extensive help in gathering the experimental data, and Annouchka Van

Impe for her helpful comments and discussions.

Author Contributions

Conceived and designed the experiments: NW. Performed the experi-

ments: NW TC. Analyzed the data: CMS NW. Contributed reagents/

materials/analysis tools: CMS NW. Wrote the paper: CMS NW.

References

1. Rizzolatti G, Gentilucci M, Fogassi L, Luppino G, Matelli M, et al. (1987)

Neurons related to goal-directed motor acts in inferior area 6 of the macaque

monkey. Exp Brain Res 67: 220–224.

2. Binkofski F, Buccino G, Posse S, Seitz RJ, Rizzolatti G, et al. (1999) A fronto-

parietal circuit for object manipulation in man: evidence from an fMRI-study.

Eur J Neurosci 11: 3276–3286. ejn753 [pii].

3. Buccino G, Binkofski F, Fink GR, Fadiga L, Fogassi L, et al. (2001) Action
observation activates premotor and parietal areas in a somatotopic manner: an

fMRI study. Eur J Neurosci 13: 400–404. ejn1385 [pii].

4. Grafton ST, Arbib MA, Fadiga L, Rizzolatti G (1996) Localization of grasp
representations in humans by positron emission tomography. 2. Observation

compared with imagination. Exp Brain Res 112: 103–111.

5. Grezes J, Armony JL, Rowe J, Passingham RE (2003) Activations related to
‘‘mirror’’ and ‘‘canonical’’ neurones in the human brain: an fMRI study.

Neuroimage 18: 928–937. S1053811903000429 [pii].

6. Iacoboni M, Woods RP, Brass M, Bekkering H, Mazziotta JC, et al. (1999)
Cortical mechanisms of human imitation. Science 286: 2526–2528. 8142 [pii].

7. Rizzolatti G, Wolpert DM (2005) Motor systems. Curr Opin Neurobiol 15:

623–625. S0959-4388(05)00167-4 [pii];10.1016/j.conb.2005.10.018 [doi].

8. Alaerts K, Swinnen SP, Wenderoth N (2009) Is the human primary motor
cortex activated by muscular or direction-dependent features of observed

movements? Cortex 45: 1148–1155. S0010-9452(08)00252-9 [pii];10.1016/

j.cortex.2008.10.005 [doi].

9. Alaerts K, Swinnen SP, Wenderoth N (2010) Observing how others lift light or

heavy objects: which visual cues mediate the encoding of muscular force in the

primary motor cortex? Neuropsychologia 48: 2082–2090. S0028-
3932(10)00130-2 [pii];10.1016/j.neuropsychologia.2010.03.029 [doi].

10. Alaerts K, Senot P, Swinnen SP, Craighero L, Wenderoth N, et al. (2010) Force

requirements of observed object lifting are encoded by the observer’s motor
system: a TMS study. Eur J Neurosci 31: 1144–1153. EJN7124 [pii];10.1111/

j.1460-9568.2010.07124.x [doi].

11. Borroni P, Montagna M, Cerri G, Baldissera F (2005) Cyclic time course of
motor excitability modulation during the observation of a cyclic hand

movement. Brain Res 1065: 115–124. S0006-8993(05)01472-1 [pii];10.1016/
j.brainres.2005.10.034 [doi].

12. Dayan E, Casile A, Levit-Binnun N, Giese MA, Hendler T, et al. (2007) Neural

representations of kinematic laws of motion: evidence for action-perception

coupling. Proc Natl Acad Sci U S A 104: 20582–20587. 0710033104
[pii];10.1073/pnas.0710033104 [doi].

13. Fadiga L, Fogassi L, Pavesi G, Rizzolatti G (1995) Motor facilitation during

action observation: a magnetic stimulation study. J Neurophysiol 73: 2608–2611.

14. Maeda F, Kleiner-Fisman G, Pascual-Leone A (2002) Motor facilitation while
observing hand actions: specificity of the effect and role of observer’s orientation.

J Neurophysiol 87: 1329–1335.

15. Strafella AP, Paus T (2000) Modulation of cortical excitability during action
observation: a transcranial magnetic stimulation study. Neuroreport 11:

2289–2292.

16. Gangitano M, Mottaghy FM, Pascual-Leone A (2001) Phase-specific modulation
of cortical motor output during movement observation. Neuroreport 12:

1489–1492.

17. Urgesi C, Candidi M, Fabbro F, Romani M, Aglioti SM (2006) Motor
facilitation during action observation: topographic mapping of the target muscle

and influence of the onlooker’s posture. Eur J Neurosci 23: 2522–2530.

EJN4772 [pii];10.1111/j.1460-9568.2006.04772.x [doi].

18. Alaerts K, Heremans E, Swinnen SP, Wenderoth N (2009) How are observed

actions mapped to the observer’s motor system? Influence of posture and

perspective. Neuropsychologia 47: 415–422. S0028-3932(08)00380-1

[pii];10.1016/j.neuropsychologia.2008.09.012 [doi].

19. Maeda F, Kleiner-Fisman G, Pascual-Leone A (2002) Motor facilitation while

observing hand actions: specificity of the effect and role of observer’s orientation.

J Neurophysiol 87: 1329–1335.

20. Brass M, Heyes C (2005) Imitation: is cognitive neuroscience solving the

correspondence problem? Trends Cogn Sci 9: 489–495. S1364-6613(05)00238-

X [pii];10.1016/j.tics.2005.08.007 [doi].

21. Ferrari PF, Visalberghi E, Paukner A, Fogassi L, Ruggiero A, et al. (2006)

Neonatal imitation in rhesus macaques. PLoS Biol 4: e302. 06-PLBI-RA-

0419R3 [pii];10.1371/journal.pbio.0040302 [doi].

22. Gallese V, Fadiga L, Fogassi L, Rizzolatti G (1996) Action recognition in the

premotor cortex. Brain 119(Pt 2): 593–609.

23. Rizzolatti G, Craighero L (2004) The mirror-neuron system. Annu Rev

Neurosci 27: 169–192. 10.1146/annurev.neuro.27.070203.144230 [doi].

24. Jastorff J, Begliomini C, Fabbri-Destro M, Rizzolatti G, Orban GA (2010)

Coding observed motor acts: different organizational principles in the parietal

and premotor cortex of humans. J Neurophysiol 104: 128–140. jn.00254.2010

[pii];10.1152/jn.00254.2010 [doi].

25. Chong TT, Cunnington R, Williams MA, Mattingley JB (2009) The role of selective

attention in matching observed and executed actions. Neuropsychologia 47:

786–795. S0028-3932(08)00488-0 [pii];10.1016/j.neuropsychologia.2008.12.008

[doi].

26. Brass M, Bekkering H, Prinz W (2001) Movement observation affects movement

execution in a simple response task. Acta Psychol (Amst) 106: 3–22. S0001-

6918(00)00024-X [pii].

27. Brass M, Bekkering H, Wohlschlager A, Prinz W (2000) Compatibility between

observed and executed finger movements: comparing symbolic, spatial, and

imitative cues. Brain Cogn 44: 124–143. 10.1006/brcg.2000.1225 [doi];S0278-

2626(00)91225-9 [pii].

28. Craighero L, Bello A, Fadiga L, Rizzolatti G (2002) Hand action preparation

influences the responses to hand pictures. Neuropsychologia 40: 492–502.

S0028393201001348 [pii].

29. Heyes C, Bird G, Johnson H, Haggard P (2005) Experience modulates

automatic imitation. Brain Res Cogn Brain Res 22: 233–240. S0926-

6410(04)00241-1 [pii];10.1016/j.cogbrainres.2004.09.009 [doi].

30. Press C, Bird G, Flach R, Heyes C (2005) Robotic movement elicits automatic

imitation. Brain Res Cogn Brain Res 25: 632–640. S0926-6410(05)00231-4

[pii];10.1016/j.cogbrainres.2005.08.020 [doi].

31. Press C, Gillmeister H, Heyes C (2006) Bottom-up, not top-down, modulation of

imitation by human and robotic models. Eur J Neurosci 24: 2415–2419.

EJN5115 [pii];10.1111/j.1460-9568.2006.05115.x [doi].

32. Sturmer B, Aschersleben G, Prinz W (2000) Correspondence effects with manual

gestures and postures: a study of imitation. J Exp Psychol Hum Percept Perform

26: 1746–1759.

33. Vogt S, Taylor P, Hopkins B (2003) Visuomotor priming by pictures of hand

postures: perspective matters. Neuropsychologia 41: 941–951. S0028393202003196

[pii].

34. Muthukumaraswamy SD, Singh KD (2008) Modulation of the human mirror

neuron system during cognitive activity. Psychophysiology 45: 896–905.

PSYP711 [pii];10.1111/j.1469-8986.2008.00711.x [doi].

Movement Observation and Attention

PLoS ONE | www.plosone.org 7 November 2011 | Volume 6 | Issue 11 | e27292



35. Tombu M, Jolicoeur P (2003) A central capacity sharing model of dual-task

performance. J Exp Psychol Hum Percept Perform 29: 3–18.
36. Hiraga CY, Garry MI, Carson RG, Summers JJ (2009) Dual-task interference:

attentional and neurophysiological influences. Behav Brain Res 205: 10–18.

S0166-4328(09)00436-7 [pii];10.1016/j.bbr.2009.07.019 [doi].
37. Alais D, Morrone C, Burr D (2006) Separate attentional resources for vision and

audition. Proc Biol Sci 273: 1339–1345. Q13X4459041347V6 [pii];10.1098/
rspb.2005.3420 [doi].

38. Celnik P, Webster B, Glasser DM, Cohen LG (2008) Effects of action observation on

physical training after stroke. Stroke 39: 1814–1820. STROKEAHA.107.508184
[pii];10.1161/STROKEAHA.107.508184 [doi].

39. Ertelt D, Small S, Solodkin A, Dettmers C, McNamara A, et al. (2007) Action
observation has a positive impact on rehabilitation of motor deficits after stroke.

Neuroimage 36(Suppl 2): T164–T173. S1053-8119(07)00253-4 [pii];10.1016/
j.neuroimage.2007.03.043 [doi].

40. Garrison KA, Winstein CJ, Aziz-Zadeh L (2010) The mirror neuron system: a

neural substrate for methods in stroke rehabilitation. Neurorehabil Neural
Repair 24: 404–412. 1545968309354536 [pii];10.1177/1545968309354536

[doi].
41. RICKHAM PP (1964) HUMAN EXPERIMENTATION. CODE OF

ETHICS OF THE WORLD MEDICAL ASSOCIATION. DECLARATION

OF HELSINKI. Br Med J 2: 177.
42. Oldfield RC (1971) The assessment and analysis of handedness: the Edinburgh

inventory. Neuropsychologia 9: 97–113.
43. Rossini PM, Barker AT, Berardelli A, Caramia MD, Caruso G, et al. (1994)

Non-invasive electrical and magnetic stimulation of the brain, spinal cord and
roots: basic principles and procedures for routine clinical application. Report of

an IFCN committee. Electroencephalogr Clin Neurophysiol 91: 79–92.

44. Alaerts K, Swinnen SP, Wenderoth N (2009) Interaction of sound and sight
during action perception: evidence for shared modality-dependent action

representations. Neuropsychologia 47: 2593–2599. S0028-3932(09)00207-3
[pii];10.1016/j.neuropsychologia.2009.05.006 [doi].

45. Etzel JA, Gazzola V, Keysers C (2008) Testing simulation theory with cross-

modal multivariate classification of fMRI data. PLoS One 3: e3690. 10.1371/
journal.pone.0003690 [doi].

46. Goodale MA (1998) Vision for perception and vision for action in the primate
brain. Novartis Found Symp 218: 21–34.

47. Rizzolatti G, Luppino G, Matelli M (1998) The organization of the cortical
motor system: new concepts. Electroencephalogr Clin Neurophysiol 106:

283–296. S0013469498000224 [pii].

48. Leon-Sarmiento FE, Bara-Jimenez W, Wassermann EM (2005) Visual
deprivation effects on human motor cortex excitability. Neurosci Lett 389:

17–20. S0304-3940(05)00765-2 [pii];10.1016/j.neulet.2005.06.061 [doi].
49. Langguth B, Eichhammer P, Pickert K, Frank U, Perna M, et al. (2009) Stable

motor cortex excitability in red and green lighting conditions. Neurosci Lett 460:

32–35. S0304-3940(09)00658-2 [pii];10.1016/j.neulet.2009.05.034 [doi].
50. Corbetta M, Shulman GL (2002) Control of goal-directed and stimulus-driven

attention in the brain. Nat Rev Neurosci 3: 201–215. 10.1038/nrn755
[doi];nrn755 [pii].

51. Corbetta M, Patel G, Shulman GL (2008) The reorienting system of the human
brain: from environment to theory of mind. Neuron 58: 306–324. S0896-

6273(08)00369-3 [pii];10.1016/j.neuron.2008.04.017 [doi].

52. Giesbrecht B, Woldorff MG, Song AW, Mangun GR (2003) Neural mechanisms
of top-down control during spatial and feature attention. Neuroimage 19:

496–512. S1053811903001629 [pii].
53. Wolfe P (2001) Brain matters: Translating research into clasroom practice.

Massachusetts: Hunter hollingsworth. pp 151–170.

54. Posner MI, Cohen Y (1984) Components of visual orienting. In: Hillsdale: NJ
Erlbaum. pp 531–556.

55. Brass M, Bekkering H, Prinz W (2001) Movement observation affects movement
execution in a simple response task. Acta Psychol (Amst) 106: 3–22. S0001-

6918(00)00024-X [pii].

56. Jonas M, Biermann-Ruben K, Kessler K, Lange R, Baumer T, et al. (2007)
Observation of a finger or an object movement primes imitative responses

differentially. Exp Brain Res 177: 255–265. 10.1007/s00221-006-0660-y [doi].

57. Kilner JM, Paulignan Y, Blakemore SJ (2003) An interference effect of observed

biological movement on action. Curr Biol 13: 522–525. S0960982203001659
[pii].

58. Cross ES, Hamilton AF, Kraemer DJ, Kelley WM, Grafton ST (2009)

Dissociable substrates for body motion and physical experience in the human
action observation network. Eur J Neurosci 30: 1383–1392. EJN6941

[pii];10.1111/j.1460-9568.2009.06941.x [doi].
59. Engel A, Burke M, Fiehler K, Bien S, Rosler F (2008) How moving objects

become animated: the human mirror neuron system assimilates non-biological

movement patterns. Soc Neurosci 3: 368–387. 783426561 [pii];10.1080/
17470910701612793 [doi].

60. Gazzola V, Rizzolatti G, Wicker B, Keysers C (2007) The anthropomorphic brain:
the mirror neuron system responds to human and robotic actions. Neuroimage 35:

1674–1684. S1053-8119(07)00096-1 [pii];10.1016/j.neuroimage.2007.02.003
[doi].

61. Bisio A, Stucchi N, Jacono M, Fadiga L, Pozzo T (2010) Automatic versus

voluntary motor imitation: effect of visual context and stimulus velocity. PLoS
One 5: e13506. 10.1371/journal.pone.0013506 [doi].

62. Candidi M, Leone-Fernandez B, Barber HA, Carreiras M, Aglioti SM (2010)
Hands on the future: facilitation of cortico-spinal hand-representation when

reading the future tense of hand-related action verbs. Eur J Neurosci 32:

677–683. EJN7305 [pii];10.1111/j.1460-9568.2010.07305.x [doi].
63. Urgesi C, Maieron M, Avenanti A, Tidoni E, Fabbro F, et al. (2010) Simulating

the future of actions in the human corticospinal system. ;Cereb Cortex 20:
2511–2521. bhp292 [pii];10.1093/cercor/bhp292 [doi].

64. Alaerts K, de Beukelaar TT, Swinnen SP, Wenderoth N (2011) Observing how
others lift light or heavy objects: time-dependent encoding of grip force in the

primary motor cortex. Psychol Res, 10.1007/s00426-011-0380-1 [doi].

65. Avenanti A, Bolognini N, Maravita A, Aglioti SM (2007) Somatic and motor
components of action simulation. Curr Biol 17: 2129–2135. S0960-

9822(07)02284-1 [pii];10.1016/j.cub.2007.11.045 [doi].
66. Heiser M, Iacoboni M, Maeda F, Marcus J, Mazziotta JC (2003) The essential

role of Broca’s area in imitation. Eur J Neurosci 17: 1123–1128. 2530 [pii].

67. Pobric G, Hamilton AF (2006) Action understanding requires the left inferior
frontal cortex. Curr Biol 16: 524–529. S0960-9822(06)01042-6 [pii];10.1016/

j.cub.2006.01.033 [doi].
68. Murata A, Fadiga L, Fogassi L, Gallese V, Raos V, et al. (1997) Object

representation in the ventral premotor cortex (area F5) of the monkey.
J Neurophysiol 78: 2226–2230.

69. Gazes Y, Rakitin BC, Steffener J, Habeck C, Butterfield B, et al. (2010)

Performance degradation and altered cerebral activation during dual perfor-
mance: evidence for a bottom-up attentional system. Behav Brain Res 210:

229–239. S0166-4328(10)00149-X [pii];10.1016/j.bbr.2010.02.036 [doi].
70. van Leeuwen ML, van Baaren RB, Martin D, Dijksterhuis A, Bekkering H

(2009) Executive functioning and imitation: Increasing working memory load

facilitates behavioural imitation. Neuropsychologia 47: 3265–3270. S0028-
3932(09)00256-5 [pii];10.1016/j.neuropsychologia.2009.06.005 [doi].

71. Gowen E, Bradshaw C, Galpin A, Lawrence A, Poliakoff E (2010) Exploring
visuomotor priming following biological and non-biological stimuli. Brain Cogn

74: 288–297. S0278-2626(10)00118-1 [pii];10.1016/j.bandc.2010.08.010 [doi].
72. Andres M, Seron X, Olivier E (2007) Contribution of hand motor circuits to

counting. J Cogn Neurosci 19: 563–576. 10.1162/jocn.2007.19.4.563 [doi].

73. Navon D, Gopher D (1979) On the economy of the human-processing system.
Psychological Review 86: 214–255.

74. Liu KP, Chan CC, Lee TM, Hui-Chan CW (2004) Mental imagery for
promoting relearning for people after stroke: a randomized controlled trial. Arch

Phys Med Rehabil 85: 1403–1408. S0003999304002709 [pii].

75. Page SJ, Levine P, Sisto S, Johnston MV (2001) A randomized efficacy and
feasibility study of imagery in acute stroke. Clin Rehabil 15: 233–240.

76. Page SJ, Levine P, Leonard AC (2005) Effects of mental practice on affected
limb use and function in chronic stroke. Arch Phys Med Rehabil 86: 399–402.

S000399930401247X [pii];10.1016/j.apmr.2004.10.002 [doi].

77. Page SJ, Levine P, Leonard A (2007) Mental practice in chronic stroke: results
of a randomized, placebo-controlled trial. Stroke 38: 1293–1297. 01.STR.

0000260205.67348.2b [pii];10.1161/01.STR.0000260205.67348.2b [doi].

Movement Observation and Attention

PLoS ONE | www.plosone.org 8 November 2011 | Volume 6 | Issue 11 | e27292


