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SECTION S1. MISSING DATA

In order to ensure that cases were not double counted in two time series, which would upwardly bias any association, a hospitalization that had influenza and meningococcal disease [MD] was only counted as a MD hospitalization.  Initial examination of the respiratory syncytial virus [RSV] time series revealed an increasing trend in hospitalizations starting in the 1996/1997 winter season that was most likely due to additional ICD-9-CM codes for RSV that were added in October of 1996 to the previously singular classification of RSV pneumonia.1 To account for this trend, RSV counts for each state were de-trended by multiplying the weekly hospitalization count before July 1, 1996 by the ratio of the average weekly hospitalizations after and before July 1, 1996. 

In the tests that were positive for influenza submitted to the CDC viral surveillance program,2 positive unsubtyped influenza A isolates in a given week were distributed to either influenza A/H1N1, A/H3N2 or 2009 pandemic H1N1 (pH1N1) counts based on the proportion of positive subtyped influenza A tests accounted for by each subtype that week.  When there were no positive A/H1N1, A/H3N2 or pH1N1 (only in 2009) but positive A/unsubtyped isolates, the ratio of positive tests from the previous week or the following week was used, with preference given to the previous week.  If there were no positive A/H1N1, A/H3N2 or pH1N1 (only in 2009) in the previous or following weeks, the unsubtyped isolates were divided equally between A/H1N1, A/H3N2 and pH1N1 (only in 2009).  
  
SECTION S2. COMPARING INCIDENCE RATES OF MENINGOCOCCAL DISEASE HOSPITALIZATIONS FROM MULTIPLE DATA SOURCES

An initial objective of this study was to determine whether the relationship between influenza and MD varied among the serogroups of MD.  We used serogroup specific weekly counts of MD from the Active Bacterial Core surveillance (ABCs)3,4 to approach the problem, but the incidence by serogroup is so small that we could not estimate meaningful models that converged.  Of secondary interest was to use the ABCs system to assure that the State Inpatient Database (SID)5 hospitalization data that we did use in our study correspond with nationally published rates of MD.  In particular, we were interested in understanding whether the MD hospitalization rates calculated from the SID would be comparable to the MD cases reported to the CDC ABCs program.  The ABCs is an ongoing active population- and laboratory- based surveillance system that is part of the Emerging Infections Program Network coordinated by the CDC and it captures all cases of MD, regardless of hospitalization status. 

The SID and ABCs cover different time periods, epidemic years, and geographic regions, so we converted census data to person months in order to create a consistent denominator between the populations and to calculate rates for a given influenza or MD season, using August 1st to July 31st of the following year.  There are 8 states in the SID database that overlap the ABCs surveillance area.  In the SID, states joined at the beginning of the calendar year so only 7 months of person time were accrued for the rate calculation in the matching epidemic year.  For example, NY State joined in January 1, 1998, so for the 1997/98 epidemic year, NY contributed only 7 months of person time. Annual population estimates for each state were obtained from the US Census Bureau.6 As inter-censal estimates are made on July 1 of each year, the population estimate was applied to each epidemic year rather than calendar year.  In a given epidemic year, the population file used was the epidemic year + 1.  For example, in the 1997/1998 season, the 1998 population file was used.  

Person time was calculated differently for the 10 states in the ABCs surveillance system, as many states changed which counties were represented in the dataset during the 8 year period and the enrollment was open, so new counties could join at any point in the year. To calculate the person time contributed to each epidemic year, we used two census years of data that were matched to the counties under surveillance.  The total person months contributed were then divided by 12 to get person years.  The surveillance populations were provided by the ABCs group.

We estimated 95% confidence intervals for all rates using an R function based on a method which uses the gamma distribution to calculate exact confidence intervals for a Poisson count.7  

The rates of MD hospitalizations from the SID decreased dramatically for all ages during this time series.  In 1989/90, there was an annual rate of 1.8 (1.7-2.0) hospitalizations per 100,000 people and by 2004/05 the rate was 0.6 (0.5-0.6) (see eTable1).  This decreasing trend was dominated by a dramatic decline in rates in children under the age of 15, and most notably under 1 year of age.  The age specific and all age rates calculated using the ABCs surveillance data were very similar to the SID rates.  A notable decline in rates is also detectable in the ABCs data, particularly in the under 1 year olds. A rate difference and 95% confidence interval was calculated between the ABCs and SID rates and the all age rate difference was reported in eTable2.  Using these rates we concluded that the SID represents the full extent of MD in the states used in our study.  

The rate of influenza hospitalizations has been increasing over the seventeen year time series, with the highest rates observed in infants under 1 year old and adults over 65 years of age (eTable3).  The most severe season for hospitalizations was the 2003/04 influenza season, where rates in all age groups increased dramatically.  The most dramatic increase was in infants, who experienced a 2.5 fold increase in incidence over the next highest season, 2004/05. We used these rates to help define our choice in model parameters to best capture the variability between seasons and the additional increasing trend in influenza hospitalizations over our period of study.   

SECTION S3. MODELING APPROACH

Our choice in model structure was motivated by the inherent underlying complexity and dependence of infectious disease time series.  To model MD and FLU appropriately, we needed to account for long term trends, seasonality, inter-annual variability from changes in population susceptibility and pathogen mutation, and serial correlation between weeks given the infectious nature of both diseases.  The weekly counts of MD and FLU were over-dispersed so we employed a generalized linear model with a negative binomial error distribution.8 An identity link function (rather than the more common log link) was used to represent the linear association between influenza and MD based on a mechanistic assumption that the number of MD hospitalizations in a given week will be linearly related to the amount of influenza morbidity in a given week (with the appropriate time lag accounted for) plus the effects of seasonal forcing and any time trends.  The seasonal terms were multiplied by the trend terms to reflect a constant degree of seasonal variation reflected in a changing population and/or level of risk.  This choice was prompted by the inter-annual variability reflected in the incidence rates in eTables 1 to 3.  Time was modeled using first and second order shifted Legendre polynomial transformations to make the linear and quadratic time covariates orthogonal and prevent collinearity.9 Given the variability in dominant subtype and MD serogroup over time and the inverse trends in MD and FLU, we allowed FLU to have a varying effect on MD over time by adding in terms for effect modification (represented by the middle line in the following equation).  In order to assess how many weekly autoregressive terms for MD were necessary, we fit models using AR terms with MD lagged 1:4 weeks and plotted the autocorrelation function of the residuals for each model.  Autocorrelation between MD weeks was most appropriately accounted for with an AR3 model, where MD at 1, 2 and 3 week lags was included.  The following equation describes the model: t is the number of weeks since the start of the time series on January 1, 1989 with tmax=1086, t represents annual variability in seasonal forcing, and xt is a scaled time variable used to generate the Legendre polynomials that varies from 0 to 1. The SAIHS=s, t-1 term represents the SAIH lagged 1 week for H1N1 (s=5), H3N2 (s=6), B (s=7) or pH1N1 (s=8).






While the models described so far use SAIH lagged 1 week, we tested lags ranging from -7 weeks to 7 weeks.  We chose the time lag (k) with the best fit, as determined by Akaike Information Criteria (AIC) using a dataset that truncated the first and last 7 weeks of the time series.  We confirmed the appropriateness of the chosen lags by calculating the cross correlation function between the MD and FLU time series and plotted the autocorrelation function of the model residuals to check for residual autocorrelation.  eFigure 1 shows the autocorrelation plot for the subtype model with FLU lagged one week, which was the model with the best fit.  Once the appropriate time lag was determined for each model, the remaining weeks were added back into the dataset.  To describe the proportion of variability that was accounted for by the statistical models, we calculated a pseudo-R2. 8,10	

For each subtype of influenza, we calculate the fraction of MD attributable to hospitalizations caused by that subtype using the coefficients from the model.  In the following equation, we demonstrate the calculation of a single subtype AF, for H1N1 SAIH. 




One to three week lagged MD autoregressive terms estimated without (numerator) and with (denominator) the influence of the influenza subtype are represented by [image: ]and [image: ], respectively.  In the influenza free world represented in the numerator, the MD at the previous time lag was generated by the g-formula under our modeling assumptions.  The AF using the g-formula is similar to a standardized risk difference with time-varying covariates, comparing a world with no influenza to the mean of the observed world where influenza exists.11 The g-formula in the numerator takes the predicted mean from the model, sets the exposure (i.e. H1N1) to be equal to zero across time, and averages over the covariates using the distribution of covariates in an influenza-free world, as displayed below: 



SECTION S4. TESTING FOR UNMEASURED CONFOUNDING SPECIFIC TO A TIME-SCALE

We tested for unmeasured confounding operating at two different time-scales using two versions of permutations of the data.  In the first, we randomly permuted the weekly counts of MD within each winter season from October 1 to May 1 (Permutation 1).  This permutation should preserve any confounding factor that is specific to particular years, hence finding that the AF in the real data is an outlier relative to this permutation indicates that there is unlikely to be confounding by year-specific common causes of MD and FLU.  Secondly, we randomly permuted the MD seasons where the order of the weeks between October 1 and May 1 is preserved but the epidemic year is permuted randomly (Permutation 2). Thus the MD cases from 1998 could be aligned with FLU cases from 2004, etc.  Only complete seasons were used, resulting in the inclusion of weeks from August 1, 1989 to July 31, 2009.  This permutation preserves any confounders specific to a particular week of the year (e.g. the week of Christmas) that may create noncausal associations between MD and FLU; a finding that the AF in the real data is an outlier relative to this permuted distribution indicates a low risk of confounding by week-specific common causes of MD and FLU.  We created 1000 permutations for permutation 1 and 10,000 for permutation two and ran the model for each permutation using the influenza model where weekly counts were lagged 1 week.  The AF estimates were preserved and their distributions compared to the observed AF.  

In the first permutation scenario, we found that the observed AF of 12.8% was outside the range of AF calculated from the 1000 permutations (range = -8.8 to 11.6%) (eFigure 2a) giving a P value <.001.  When entire seasons of MD hospitalizations are randomized to different years (Permutation 2), the distribution widens, and 95% of the permuted AF lie between -3.3% and 13.7% (eFigure 2b).  The observed AF of 12.8 has a P value relative to this permutation distribution of .035.  Together, these two permutation tests found no evidence of an unobserved confounder operating either exactly on a yearly scale, or solely on a weekly scale, thus suggesting that either a causal relation exists between FLU and MD (as we hypothesize), or some confounder, whose timing varies from year to year, causes both (which is formally possible, but we know of no such candidate confounder). 

SECTION S5. THE EFFECT OF AGE ON THE FRACTION OF MENINGOCOCCAL DISEASE ATTRIBUTABLE TO INFLUENZA

Age is an important factor that affects influenza subtype and MD serogroup susceptibility, MD carriage prevalence and disease severity.12-17 Influenza B occurs mostly in younger children and results in milder illness than influenza A/H3N2.  Prevalence among age groups of MD serogroups resulting in invasive disease varies, with meningococcal serogroup B accounting for more than 50% of cases in infants.  In persons aged  11 years, >75% of cases are caused by serogroups C, Y or W-135.18 The susceptibility of distinct age groups to differing MD serogroups and subtypes of influenza should affect the fraction of MD attributable to FLU.

Animal and in-vitro cell studies suggest that there is variability in the interaction between influenza types/subtypes and MD serogroups. One study found no evidence that influenza B increased epithelial adherence of meningococcus serogroup B in human nasopharyngeal cells, but influenza B could work through other mechanisms and/or with other serogroups.  Influenza A might also interact differently with meningococcus serogroups, with the sialic acid containing capsular serogroups B, C and W-135 showing increased adherence to respiratory epithelial cells in the presence of influenza A neuraminidase, while the mannosamine phosphate capsular serogroup A does not.19 Given these complex interactions and the lack of biological data to suggest which interactions might be stronger, our use of age was simply a proxy to see if we could identify variability in these associations.   

To explore the effect of age, we created models using the age stratified hospitalization time series for MD and all ages for FLU.  Given that the majority of hospitalizations for influenza are in older adults but most transmission and mild disease occurs in children,20,21 we chose to use all ages of influenza hospitalizations modeled against different age strata of MD. We defined the age strata based on the MD incidence rates described in eSection 2: 0-4, 5-24, and greater than 25 years old.  The age-stratified model is the same as the model described in eSection 3 with the exception that E[MDt] is replaced by E[MDt,i] where i is age stratum. 

The synchrony between influenza for all ages and age-specific MD in each age group was significant.  The adults 25 years and older were the most synchronized with FLU preceding MD in most seasons (ρ = 0.96 (p <.001)) (data not shown).  The variability in MD was explained best in the 0-4 year old age group (R2 = 41%) and the model predicted the observed MD well, capturing the peaks and inter-annual variability (eFigure 3 and eTable 4).  Over the seventeen year study period, influenza hospitalizations lagged one week accounted for 12.9 (95% CI 8.7-15.8), 15.5 (95% CI 10.6-19.0), and 9.2 (95% CI 4.9-12.6) percent of MD in the 0-4, 5-24, and >25 year old age groups, respectively.  

The difference in the amount of observed MD that can be explained by our model between the three age groups suggest there are other risk factors not captured in our model.  Adolescents have risk factors for acquiring MD that are particular to their age group, in particular kissing multiple partners and being a university student.16 It could be that there are factors that influence MD independent of influenza that are not accounted for in our analysis of the older age groups.     

SECTION S6. SPATIAL HETEROGENEITY IN THE ASSOCIATION BETWEEN INFLUENZA AND MENINGOCOCCAL DISEASE HOSPITALIZATIONS

To analyze the synchrony of peak hospitalizations across states, we abstracted 13 states that averaged more than 50 cases of MD per season: CA, FL, GA, IL, MO, NC, NJ, NY, OR, PA, TN, TX and WA.  The amount of time these states contributed data to the SID varied.  Given the rapid decline in MD incidence since the beginning of our study period, many of the states included had very small weekly numbers.  To remove as much noise from this analysis as possible, we only included years in the analysis when the peak number of cases was at least 3.5% of the total season’s MD count.  As the peak week was identified from the 5-week moving average of the time series, there were many states that had tied weeks.  eTable 5 shows both the number of observations (includes all tied weeks) and the number of seasons that were included for each state.  As the number of observations increased, the correlation weakened, as the peak MD weeks were spread throughout the season (eFigure 4).  In states where the average weekly count of MD was larger (towards the bottom of eTable 5), the correlation strengthened as the number of tied MD weeks was smaller.  

Overall, we can say that the pattern of synchrony in the timing of epidemic peaks is consistent across the US for individual states.  In the four states with significant correlation coefficients, the peak in influenza hospitalizations preceded or was concurrent with MD hospitalizations most of the time.  In the other states it is unclear whether the lack of synchrony was the result of small weekly counts of MD or a true lack of synchrony. 
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