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**S1. Modeling details**

To understand the performance of an observer in processing and/or memorizing information, one needs to quantify not only how many items are processed/memorized but also the quality associated with their processing/memorization. For example, a system can process 10 items with low precision, or alternatively 4 items with high precision, depending on how resources are distributed or limited. To introduce an assessment of both quality and quantity, we used the mixture model described in the text. In this model [1] subjects’ responses are treated as a function of a random variable. The distribution of errors is modeled by
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where the probability density function *PDF(ε)* of errors (ε=true direction of motion – reported direction of motion) is expressed as a mixture model of two distributions:

1. A *Gaussian* distribution *G(ε;μ,σ),* whose parameters represent the accuracy (mean: *μ*) and the precision (*1/σ*, where *σ* is the standard deviation) of encoding, and
2. a *Uniform* distribution over the interval *(-180,180),* which represents guessing.

This model provides an efficient decomposition of performance into qualitative and quantitative measures. The precision parameter *1/σ* captures the qualitative aspect of performance, with larger values of *σ* representing a larger spread of errors in the reported direction of motion. The weight of the uniform distribution *(1-w)* represents the proportion of trials on which the direction of motion was guessed rather than remembered. The weight of the Gaussian, *w*, represents the proportion of responses that is based on remembering some information of the target’s motion and this captures the quantitative aspect of performance. A nonlinear optimization routine was created using the Matlab fminsearch() function to estimate the parameters of this and the models described in the following section. Model outputs were calculated by using estimated parameters and compared to behavioral data. This nonlinear optimization routine was used to find the best fitting model for the distribution of behavioral data in each experimental condition.
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