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Section A Supplemental Analysis of Size, Frequency and Sevédiglitional analysis of the organizational
size data, with respect to the frequency and severity of gwants.

Section B Development Curves for Four Prolific Organizatioradividual frequency and severity develop-
ment curves for the four most prolific organizations in theéPNIdataset.

Section C Terrorist Organization Computer Simulatin§pecification and simulation code for the computer
simulation described in the main text.

Section D Statistical Model for the Frequency of Attack#athematical details of the statistical model for
the generic pattern in event frequencies versus orgaoiadtexperience.

Section E Domestic vs. Transnational EventfRobustness check of the frequency acceleration pattern by
considering organizations whose first event was prior t@81(@®ainly international terrorist orga-
nizations) versus after (mainly domestic terrorist orgations).

Section F Political Ideology & Frequency and Severity Curved/ariation in the developmental trajecto-

ries of organizations by political ideology, showing diffat frequency acceleration rates and no
differences in event severity evolution.



A Supplemental Analysis of Size, Frequency and Severity

The growth hypothesis predicts that a groups maximum siflebowiinversely related to the minimum
delay between its attacks over the 1998—-2005 period. To lsongmt the analysis in the main text, here
we show the graphical plots and conduct additional analysis

An analysis of variance indicates that the average minimatayd differ significantly between size
categoriesi-way ANOVA, F' = 9.98, p < 0.000013). Further, we find that larger organizational size is
a significant predictor of increased attack frequency=(—0.49, t-test,p < 10~°). Fig. S1a shows the
distributions within the size categories. Although theritisitions do overlap somewhat, the downward
trend is clear.

In contrast, size, like experience, is not a significant gted of median attack severityn{way
ANOVA F = 0.59, p = 0.62). Fig. S1b shows the distributions within the period. (Weae medi-
ans because they are robust to the large fluctuations caysaddl samples drawn from heavy-tailed
distributions.) Although there is some variability betwesize categories, the lack of a trend is clear.
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Figure S1: Box-plots of the distributions of a groups (a)nimum delaylog(min At) and (b), median
attack severitylog(medianx) for attacks within 1998—2005, within each of four size catégs. For
convenience, we connect the means of each category, whackigmificantly different in the case of
delays fi-way ANOVA, F' = 9.98, p < 0.000013), but indistinguishable in the case of severitirssay
ANOVA, F =0.59, p = 0.62).

B Development Curves for Four Prolific Organizations

As an example of development curve analysis, Figure S2 sttevsequency and severity development
curves for the four organizations with the greatest numibeattoibuted event-days in our dataset, in-
cluding both deadly and non-deadly events: the RevolutioAamed Forces of Colombia (FARC; 520
events), the Taliban (349 events), Basque Fatherland aatém (ETA; 311 events), and Hamas (308
events). Non-deadly events & 0) increment the countek for the severity curve but do not appear on
the severity curve figures; hence, ETA, which carried out @6) non-deadly events, has relatively
few points in its severity curve.
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Figure S2: Frequency (delaixt) and severity (deaths) development curves for the Revolutionary
Armed Forces of Colombia (FARC), Taliban, Basque Fatherkmd Freedom (ETA), and Hamas, with
generic trajectories estimated for all groups. Similaaltsshold for less experienced groups.

For these organizations, the median delay betweeh thd andk = 2 events isAt = 433 days. In
contrast, the median delay between the most recent paircoteby these groups is onlyt = 4 days,

a 100-fold increase in frequency. In each case, the frequainwe begins in the upper-left corner of the
figure, representing very long delays between subsequentevand ag increases, the curve moves
consistently, albeit stochastically, toward the bottaghir corner, representing a convergence on very
short delays between events.

This progression from slow to fast event production apptahappen quickly: each of these groups
achieves delays akt < 10 days by theik = 12th event. However, the median calendar time required to
achieve this high rate of production is 8.5 years; thuspaltin these first dozen events account for a small
fraction of the lifetime production of these organizatiqfess than 4% each), they account for a large
fraction of the organizations’ overall lifetimes. Put mdtantly, these first few events play a critical role
in shaping the long-term trajectory of an organization'sduction curve and they illustrate a dramatic
acceleration in the production of events as the organizativature. This important developmental effect
is obscured by high production rates later in life.

In contrast, the pattern for the severity development caowdd not be more different: we observe
no clear trend, either up or down, between event severityd experiencé for these organizations, and
the median first and last severities are- 0 andx = 1 deaths, respectively. If anything, the only visual
pattern we can discern is a possible increase in the var@ncask increases. This preliminary analysis
thus already indicates weak support for the severity-ssmenypothesis (H4) but strong support for the
frequency-acceleration hypothesis (H3). In combinatidth wur static analysis above, this provides
additional evidence supporting labor constraints andtesieven recruitment (H1 and H2).

C Terrorist Organization Computer Simulation

The toy model described in the main text can be formalizedsémdlated explicitly. Below is computer
code that implements the simulation in Matlab. In words dineulation works as follows.
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Figure S3: (a) Median event deldyt vs. cumulative number of events for 10,000 simulated terrorist
organizations and three choices of the number of celis added per event. Dashed line shows the

function At o« k=L, from Pr(At | k) exp[—<l°g“;f;°g’f—“>2]. (b) Median size (number of terrorist
“cells” s/v) vs. calendar time from the first event, showing exponeugtialth with rate set by /7.

Let » be a constant that denotes the number of individuals thaerapla terrorist “cell” within the
organization, and let be the number of individuals the organization as a wholegyaia recruitment
after each event. Thusg,/v events are required to produce a single new cell; the p&atigalues of; and
v serve only to change the scale of the dynamics, not theirdioneahtal character. Each cell is assigned
a “clock” that measures the number of days remaining befusie ¢ell generates an event. We denote
this delayr and draw it from a log-normal distribution with parametgrando, i.e.,Pr(7) ~ LN(u, o).
This is the only stochastic element of the simulation. Whealbgenerates an event, it then draws a new
delay from the same distribution.

As described in the main text, each organization begins emgkesell, which has generated a single
event att = 0. Thus, initially s; = 7. We then choose a delayfor its next event. The simulation
will generate a specified number of events, specified by tmanpaeternok. For the kth event, the
simulation then checks which cell has the smallest remgidaiay and advances all cells’ clocks by that
much. It then generates tli¢h event, records its time as an ordered [&ir; ), and draws a new clock
value for the generating cell. Additionally, it incremenit® organization’s size by individuals, i.e.,
sk = sg—1 + v, and adds s, /n| new cells, each with a clock drawn froRr (7).

A number of variations of this model generate equivalentltesFor instance, the distributidfr(7)
can generate very small delays, e.g., less than 1 day, whighlbw considered unrealistic. Imposing a
minimum value on thé&r(7) does not change the fundamental feedback between size ant @o-
duction and thus leaves the'! trend unchanged. And, the ratigy only re-scales the underlyinig*
behavior, as seen in Figure S3. Finally, changing the paemefPr(7) has no impact on the funda-
mental behavior: the parameter sets the delay between the first and second ewdrith, appears as
the expected;-intercept on the resulting development curve, and varyirgimply changes the scatter
around the underlying trend. In fact, the particular fumél form of Pr(7) we have chosen is not im-
portant, and other choices lead to similar results; hereshve@se the log-normal distribution due to its
similarity to the empirical data (Fig. S4).
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Figure S4: (a, upper) Mean deldlpg At) between attacks, with 1st and 3rd quartiles, vs. group expe-
riencek. Solid line shows the expected mean delay, from the stalsthodel described in the text. (a,
lower) Number of organizations with at ledsevents. (b) A “data collapse” showing the alignment of
the re-scaled conditional delay distributioRs(At - k7 | k) with the estimated underlying log-normal
distribution, as predicted by the model.

% --- Terrorist organization simulation
% --- by Aaron Clauset

% --- set up simulation parameters

[mu sigma] = deal(5.1,2.32); % parameters for Pr(tau) = LN(m u,sigma)
[eta nu] = deal(5,5); % size of cell, marginal growth after an attack
nok = 1000; % number of events to generate

% --- set up simulation data structures

s = zeros(nok+1,1); % organization size over time
c =s; % number of cells over time
[s(1) c(1)] = deal(eta,1);

fk = zeros(nok+1,2);

fk(:,1) = (1:size(fk,1))’; % assign ids to events

ar = zeros(nok+1,2); % holds event clocks for each cell

or(:,1) = (1:size(gr,1))’; % assign ids to cells

% --- initialize simulation: create the first cell

t =0 % global clock

k =1 % number of attacks to date (first attack at t=0)
tau = exp(sigma *randn(1)+mu); % choose delay from Pr(tau)

gr(1,:) = [1 tau]; % make first cell

% --- generate exactly nok events
while k<size(fk,1)

% -- advance time to next attack

[dt i1 = min(gr(1:c(k),2)); % find cell with next attack

t =t + dt % advance all clocks by that much time
or(l:c(k),2) = gr(l:c(k),2) - dt;

% -- generate the kth event
k =k + 1 % increment attack number
fkk,2) =t % record time of this event



tau = exp(sigma *randn(l)+mu);
or(i,2) = tau; % choose new delay for this cell

% -- recruitment / growth

s(k) = s(k-1) + nu; % grow total personnel

c(k) = floor(s(k)/eta); % count no. cells

dc = c(k) - c(k-1); % calculate cell growth

if dc>0 % create the new cells and choose their delays

tau = exp(sigma *randn(dc,1)+mu);
gr(c(k-1)+1:c(k),2) = tau;
end;

end;

% --- done generating events; extract results
[dt K] = deal(diff(fk(:,2)),(1:size(fk,1)-1));

% --- plot resulting development curve
figure(1); clf;
loglog(k,dt,’r-’,’LineWidth’,2); hold on;

loglog([1 nok],exp(mu). *([1 nok])."(-1),’k--",’'LineWidth’,3); hold off;

xlabel(’Cumulative number of events, \it{k}’,’FontSize’ ,16);

ylabel('Time to next event, \Delta\it{t} \rm{(days)}','F ontSize’,16);

set(gca,’FontSize’,16,'YTick',10.°(-6:4));

hl=legend(strcat(’'Simulation, \nu/\eta=',num2str(nu/ eta,'%3.1f)), ...
'Model, \Deltat\propto k™-"1’,1); set(hl,’FontSize’,16 );

D Statistical Model for the Frequency of Attacks

The probabilistic model for event delays used in the maih gixen by Eq. (1), has the precise form of

2
Pr(At|E) V2/m eXp[—(logAt—i—ﬁlogk—u) )
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where the leading term is the normalization constant Brid-) is the error function. In words, this
model asserts that the logarithm of the delsyis a random variable distributed according to a Normal
distribution (v, w) (or equivalently, the delay is log-normally distributed}ma lower cutoff atAt = 1
day (to reflect the timing resolution of the event data), tamtsvariancev and a distributional meam
that decreases systematically with increasing experiéncén Eq. (1), the parameter denotes the
characteristic delay between attacks, and in particulardélay between the first and second attacks,
while o2 denotes the variance in the expected delay.

The equation given in the main text for the expected delayfags@ion of experience—the central

tendency of the conditional distribution of delay as a fiorcbf experience—can be derived in the usual
way. Doing so yields

20
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which has a simple leading form and a complicated trailimgnteFor small values ok, the expected
delay is dominated by the leading two terms, i.e., the traiterm is small in relative magnitude, and thus
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the trend is well-approximated by a power-law functitin~ e*k—?, wheree* represents the initial rate
of attack of a group. At larger values bf the expected delay is dominated by the trailing term, which
makes the expected delay to approdah= 1 more slowly than a power law.

When fitting this model to the empirical data, we estimatg@ésameters using standard numerical
procedures to maximize the likelihood of the data (in thiegaéhe Nelder-Mead 1965 method). Standard
error estimates for the uncertainty in the parameters anme ¢istimated using a bootstrap procedure on
the organizations in the sample.

The striking “data collapse” shown in Figure 3b illustratkat the conditional probability distribu-
tions do indeed align closely with the estimated log-normaldel for delays. Why delays should be
log-normally distributed remains a mystery.

Finally, we point out that very few groups (e.g., Hamas, RatR TE, FARC, etc.) manage to become
highly experiencedi = 100). This means that the fit of the model for larges primarily controlled
by the delays at much smaller valueskpfvhere the vast majority of the data lay. This fact explaives t
slight misfit of the model to the delays for highly experietiagoups. However, it also highlights the
fact that the behavior of inexperienced groups early inrtlifetime is highly predictive of the behavior
of mature organizations.

E Domestic vs. Transnational Events

From 1968-1997, the MIPT event database was maintained INCR#s part of its project on transna-
tional terrorism. As a result, almost no domestic terraaisacks are included before 1998, after which
the scope of the database was significantly expanded (indparto the Oklahoma City bombing in
1995) to include purely domestic events worldwide. Althibugganizations and events are not coded
as being transnational or domestic, the inconsistency tmbdge scope provides an opportunity to test
whether the frequency dynamics of domestic terrorism drgdions differs from those of transnational
organizations.

By dividing events into those generated by organizationgsehfirst event occurred 1968—-1997
and those generated by organizations whose first eventredcir 1998—2008, and then repeating the
frequency-curve analysis from the main text, we may testhédrahe frequency-acceleration phenomena
appears only in one time period or the other. Further, becauwsnts in the 1998-2008 period are mainly
domestic events, while those in the 1968—-1997 period asetanisnational events, the two time periods
serve as proxies for transnational-only and domestic-tariprism. This division does not control for
non-stationary effects.

Figure S5 shows that the development curve phenomenon ustrtdthis division, indicating that
the frequency-acceleration appears to hold for both tetieamal and domestic terrorism. One difference
between these time periods does emerge: the rate of adamieia the 1968—-1997 data (transnational
only) iSBt1§1997 = 1.0+0.2 (stderr), statistically indistinguishable from the arsidyof all organizations
in the main text, while the estimated acceleration for the8t2008 data (mainly domestic) is slightly
faster, withBt1>1997 = 1.3+0.2. The origin of this difference may be related to the incneggiequency
of religiously-motivated terrorism in the 1990s and bey¢2d3), who collectively exhibit a lower value
of 3 than other types of terrorism. An interesting alternatixplanation, however, is that some non-
stationary process is having a consistent upward pressufeaver time, for all organizations. One
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Figure S5: The attack frequency development curves, platethe average delay versus experience,

for groups whose first attack was in 1968-1997 versus thossewtirst attack was in 1998-2008, along
with the model estimated for all events from the main text.

candidate process is the development and spread of modemmuaications and digital technology,
which may enable more widespread or effective recruitifigresf and thus faster organizational growth.

F Political Ideology & Frequency and Severity Curves

Our results for the developmental dynamics of event frequamd severity are good descriptions of the
generic behavior of terrorist organizations. However, aeehso far omitted any role for organizational
covariates, many of which are believed to have importantrtgpon organizational behavior and deci-
sions (see (4; 5; 6), among others). We investigate thistiguelsy studying the impact, if any, political
or ideological motivation may have on the frequency curséigcture; we leave the investigation of other
covariates for future work.

Miller (7) divides the political motivations for terrorisior group ideologies into four conventional
categories: nationalist-separatist, reactionary, imlgand revolutionary. We coded according to Miller’s
criteria the 131 groups in our sample with> 10 deadly events, who together account for 85% of events
(the majority of our data), and fitted Eq. (1) to the data witbach ideological category. Organizations
with multiple political motivations were placed in multgtategories, which would only lessen any dif-
ferences between estimated parameters for differentargsg Fig. S6a shows the corresponding central
tendencies, as described by Eq. (2). Table 3 summarizestineated parameters for each ideological
category and groups overall.

We again test the statistical significance of the accetaratiffect within each ideological model
using a two-tail test against a null model with fix6d= 0 (ho acceleration over time). In all cases,
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Figure S6: (a) Estimated frequency curves for four ideaalgcategories, showing that religious groups
develop extremely quickly relative to other types. (b) Bstied severity curves for the same categories,
showing the same pattern of independence as Fig. 4a.

the estimated parameter is highly statistically significant (at the< 0.001 level), indicating that the
acceleration within each category is real.

Among the four ideological categories, we observe wideatam in the estimated values gfand
thus in the strength of the feedback loop governing the faqy of attacks. Religious groups have the
largest value at = 1.74+0.5, placing them firmly in the super-linear feedback regimeiamglying very
strong acceleration in the frequency of attacks over timecohtrast reactionary organizations have the
smallest a3 = 0.1+ 0.3, placing them strongly in the sub-linear regime. Revohaity and nationalist-
separatist categories are statistically indistinguih&dom the linear-feedback regime gf= 1.

The typical religious group, i.e., one accelerating aldmg generic production trajectory identified
above, withk = 10 deadly attacks, attacks as frequently as the typical réeolary group witht = 51
deadly attacks or the typical nationalist-separatist graith k£ = 129 attacks. When viewed in terms
of calendar time, this difference is even more strikingakds the typical religious terrorist organization
only 400 days (1.1 years) to generate its first 10 attacks atidsapoint its production rate is approxi-
mately one attack every 5 days. In contrast, the typicallotiemary organization takes 1666 days (4.6
years), more than four times as long, and a typical natishgéiparatist organization takes 2103 days
(5.8 years), to achieve an equal production rate. Combithifgginsight with the results of our static
analysis on the role of size, the explosive acceleratiorebgious groups implies that they grow in size
extremely quickly, which is the ultimate cause of their dedimproduction rates.

But religious organizations are not universally more daoge. Comparing thg parameters, which
governs the characteristic delay between subsequenksttae observe a more complicated story: re-
actionary groups initially attack the fastest, with theefittmodel estimating typicallAt = 47 days
between their first and second attacks, while all other ggaake substantially longef\¢ > 100 days).
This difference in initial production rates is quickly elimted by the explosive acceleration of religious
groups as well as the more measured development of revaduiticand nationalist-separatist organiza-
tions, whose typical event production rates overtake thatactionary groups after between 5 and 25
events.



Table S1: Severity curve parameters for organizations siittilar political motivations. Note: statistical
significance calculated usingdest on Pearson’s correlation coefficient.

political motivation | groups events (z) r | significance
nationalist-separatist 51 1003 | 6.1 0.0071 | p=0.75
reactionary 5 77 | 7.1 0.1194 | p=10.27

religious | 17 753 | 5.2 —0.0062 | p=0.49
revolutionary| 41 725 | 5.1 —0.0109 | p=0.38
all groups| 381 3143 | 7.3 —0.0240 | p=0.17

Much previous work on religious terrorism has argued, lgrgm theoretical grounds, that such
organizations are fundamentally more dangerous thanaregtbups (7; 8; 9; 10) because they have
fewer social restrictions on their activities and are thuwarfree to produce and target violence than
secular organizations, whose victims may be potential syihipers. Our results provide indirect support
for this argument, in the sense that religious organizatedhibit explosive acceleration in the production
of violence while secular organizations exhibit more matieacceleration.

However, arguments that religious organizations are usally more dangerous may have over-
simplified organizational behavior by ignoring how orgatians may change their behavior over time
and how they vary relative to other organizational types. fiwa that very early in their life histories,
religious groups are in fact less dangerous than reactigraups, and only slightly more dangerous than
national-separatist or revolutionary groups. It is onlgothe long term that the explosive acceleration
experienced by religiously-motivated organizationsvedldhem to cumulatively produce so many more
events than other types of organizations. That is, only #l@ious organization succeeds in reaching
a more mature state does it pose a greater overall risk tlwupgmith secular motivations. And, it is
important to note that historically speaking, most orgatiimns do not live so long (11): fully 55% of
organizations in the MIPT database are associated withasiggle event.

Turning briefly to the question of how event severity variethwrganizational ideology, we repeat
the same severity-curve analysis on the deadly events pedday the 131 highly prolific organizations.
Figure S6b shows the resulting ideology-specific severityes and Table 4 summarizes the estimated
model parameters, where the model now is a simple lineaessigm of severity: against experiencé.

As above, we find no systematic dependence of severity afl@tian organizational experience within
any of the ideological categories. That is, none of the modefficients are significant, and the average
severity of events within each category vary only a littlehu§, we find that political ideology has no
systematic impact on the severity of events or the trajgdtwat event severities take over the lifespan of
an organization.
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