
S4. Bootstrap method

In order to obtain reliable standard deviations of the parameters inferred
with our CM method, one could perform more experiments. Then, one
would repeat the inference for each new set of trajectories and calculate the
standard deviation of the inferred set of parameters. An alternative to this
time consuming approach is offered by the so-called bootstrap method [1].
Its main idea is to create synthetic sets of trajectories from the original one
instead of recording new trajectories experimentally.

To this end, we call the set of N experimental trajectories T0 :=
{t1, . . . , tN}. Now, we sample K new sets of trajectories Ti with i = 1 . . .K,
each with N elements, and define Ti := {t̃1, . . . , t̃N}, where each t̃j is sam-
pled with the same probability out of the experimental trajectories of T0.
By doing so, some of the trajectories of T0 may appear multiple times in
the sets Ti, i = 1 . . .K, others will not appear at all. Then, we perform the
parameter inference for each new set Ti and obtain K sets of parameters,
which we use to calculate the mean and the variance of the parameters.
The standard deviation, is plotted as error bars in the graphs for λ and
〈|β|〉 in the main text. Typically we used K = 10 to determine the error
bars.
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