Model analysis

Adjacency matrix

For each state of the model, the effect of switching on inactive genes one at a time was recorded in an adjacency matrix whose values (-1, 0, 1 or 2) indicate the type of each regulatory interaction.

Let \( n \) be the number of species in the model. Let \( A \) be a \( n \times n \) matrix. Let \( X = (X_1, ..., X_i, ..., X_n) \) be a model state. Let \( X_i^* = (X_1, ..., 1, ..., X_n) \) be a state derived from \( X \) by setting the value of the \( i \)-th node to 1. Let \( f \) be the successor function of the model. Let \( Y = f(X) = (Y_1, ..., Y_j, ..., Y_n) \) and \( Y_i^* = f(X_i^*) = (Y_1^*, ..., Y_j^*, ..., Y_n^*) \).

For each \((i,j)\) pair:

- If, for all \( X, Y_j = Y_i^* \), then \( A_{ij} = 0 \)
- Else, if, for all \( X, Y_j \leq Y_i^* \), then \( A_{ij} = 1 \)
- Else, if, for all \( X, Y_j \geq Y_i^* \), then \( A_{ij} = -1 \)
- Else, \( A_{ij} = 2 \)

Aggregation of multiple models

The following method was used to aggregate the adjacency matrices of a set of models \( K \) into a single matrix.

Let \( A \) be the aggregated adjacency matrix and \( A^k \) the adjacency matrix of model \( k \).

- If \( \forall k \in K, A^k_{ij} = 0 \), then \( A_{ij} = 0 \).
- If \( \forall k \in K, A^k_{ij} \in \{0, 1\} \), then \( A_{ij} = 1 \).
- If \( \forall k \in K, A^k_{ij} \in \{-1, 0\} \), then \( A_{ij} = -1 \).
- If \( \exists k \in K, A^k_{ij} = -1 \) and \( \exists k' \in K, A^{k'}_{ij} = 1 \), then \( A_{ij} = 2 \).
• If $\exists k \in K, A_{ij}^k = 2$, then $A_{ij} = 2$.

**Graph representation**

Let $A$ be the adjacency matrix of a model and $G$ its graph.

• If $A_{ij} \neq 0$, $G$ includes the regulatory edge $i \rightarrow j$.
• If $A_{ij} = 1$, $i$ is an activator of $j$.
• If $A_{ij} = -1$, $i$ is a repressor of $j$.
• If $A_{ij} = 2$, the effect of $i$ on $j$ is ambiguous.

**Principal components analysis (PCA)**

PCA was carried out on sets of models to assess their diversity.

First, a matrix of Boolean values was built, where:

• Each row is a row vector of Boolean variables indicating which interactions are present in a model;
• Each column corresponds to a directed interaction edge in the GRN. Only interactions that vary in the set of models are retained (the variance of the column vector is greater than 0).

PCA was then performed using the Scikit-learn module [1] for Python.
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