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SI-1 Ribosome profiling read processing

With the exception of elongation rate reproducibility analysis, the RP data for yeast \textit{Saccharomyces cerevisiae} strain S288C \textsuperscript{1} were used for all analyses. These data are available as raw sequencing reads that needed to be trimmed and aligned to the genome prior to any analysis. The read mapping procedure from \textsuperscript{2} was used to align RP reads to the yeast genome. After trimming the reads to a length of 21 nt to remove any linker-adapter sequences, the trimmed reads were aligned to the S288C reference genome sequences (release R64, accessed on January 14, 2014) using Bowtie \textsuperscript{3}. First, the reads were mapped to the annotated CDSes and UTRs (taken from SGD \textsuperscript{4}) of S288C extended by 100 nt on each side, and then unaligned reads were mapped to the entire reference genome sequence. These alignments were then extended up to the original read length to minimize the number mismatches between the untrimmed read, the reference and the linker sequences. Sequences CTGTAGCCACCATCAAT and AGATCGGAAGAGCACACGTCTGAG were used for the RP linker and Illumina sequencing adapter during extension. Alignments with up to 2 mismatches were accepted, and multiple alignments were allowed for a single read, but alignments with fewer mismatches were preferred. Following McManus \textit{et al.} \textsuperscript{1} only RNA- and ribo-seq alignments of lengths $27 \leq l \leq 40$ and $27 \leq l \leq 33$ respectively were kept for analysis.

We then sought to assign reads to the (parts of) CDSes that they originate from. Ribo-seq reads should be assigned to CDSes based on the position of the A-site codon in the read, which may differ with read length. Metagene analysis \textsuperscript{2} was used to calibrate the position of the A-site codon for various footprint lengths. Reads with alignments containing start or stop codons of annotated CDSes were considered and the positions of these codons were recorded. Histograms of the positions of the start and stop codons in Figure\textsuperscript{SI-1} were then used to determine the location of the P-site for each footprint length. The footprints were then assigned to CDSes based on the alignment coordinate of the overlap of the second nucleotide of the A-site codon (i.e. P-site offset +4) with annotated CDSes. RNA-seq reads were similarly assigned to CDSes based on the coordinate of their central nucleotide. For reads that map to multiple locations (ambiguous reads) an equal fraction of the read count was counted towards each location; and reads assigned to multiple CDSes (“overlapping” reads) contributed their full read count to each assignment region. Read assignment was performed separately for each of the two mRNA- and ribo-seq biological replicates (see Table\textsuperscript{SI-2} for statistics).
### Table SI-1. P-site offsets for various footprint lengths determined individually for each replicate based on Figure SI-1.

<table>
<thead>
<tr>
<th>Length</th>
<th>Replicate 1</th>
<th>Replicate 2</th>
<th>Final offset</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Start</td>
<td>Stop</td>
<td>Start</td>
</tr>
<tr>
<td>27</td>
<td>12</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>28</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>29</td>
<td>13</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>30</td>
<td>13</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td>31</td>
<td>14</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>32</td>
<td>14</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>33</td>
<td>14</td>
<td>14</td>
<td>14</td>
</tr>
</tbody>
</table>

### Table SI-2. Read alignment statistics for the *S. cerevisiae* genome release R64, and varying alignment strictness. Counts for reads aligned to any position in the reference genome and counts for reads assigned to coding sequences are reported separately; CDS counts were rounded to the nearest integer (in cases when reads had multiple alignments, only the fraction of alignments assigned to CDSes was counted).

<table>
<thead>
<tr>
<th>Type</th>
<th>Name</th>
<th>Max. subst.</th>
<th>Min. length</th>
<th>Max. length</th>
<th>Unique</th>
<th>Replicate 1</th>
<th>Replicate 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>mRNA</td>
<td>Ribosome</td>
</tr>
<tr>
<td>Ref.</td>
<td>Filtered</td>
<td>2</td>
<td>27</td>
<td>33/40</td>
<td>No</td>
<td>13,504,666</td>
<td>19,990,853</td>
</tr>
<tr>
<td></td>
<td>Strict</td>
<td>1</td>
<td>27</td>
<td>33/40</td>
<td>No</td>
<td>12,827,218</td>
<td>18,782,657</td>
</tr>
<tr>
<td></td>
<td>Unique</td>
<td>1</td>
<td>27</td>
<td>33/40</td>
<td>Yes</td>
<td>11,468,200</td>
<td>15,962,773</td>
</tr>
<tr>
<td>CDS</td>
<td>Filtered</td>
<td>2</td>
<td>27</td>
<td>33/40</td>
<td>No</td>
<td>10,859,192</td>
<td>15,983,167</td>
</tr>
<tr>
<td></td>
<td>Strict</td>
<td>1</td>
<td>27</td>
<td>33/40</td>
<td>No</td>
<td>10,314,950</td>
<td>15,072,767</td>
</tr>
<tr>
<td></td>
<td>Unique</td>
<td>1</td>
<td>27</td>
<td>33/40</td>
<td>Yes</td>
<td>9,037,207</td>
<td>12,936,748</td>
</tr>
</tbody>
</table>
Figure SI-1. Histograms of the locations of the start and stop codons within ribosomal footprints of various lengths. Offsets give distances from the beginning of the read to the first nucleotides of the start or stop codons. High peaks around positions 11-14 on the start codon offset histograms directly give position of the P-site in ribosomal footprints, whereas the leftmost periodic peaks in stop codon offset histograms are located 6 nt upstream of the P-site. Offsets fixed for every footprint length are given in Table SI-1.
SI-2 Setting the read count thresholds

MA-plots typically applied to the analysis and normalization of 2-channel microarray data [5] were used to visualize density measurement differences between replicates by plotting the log-ratio of the measurements $M = \log_2 a - \log_2 b$ against the log of their geometrical mean $A = 0.5 \cdot (\log_2 a + \log_2 b)$. Here $a$ and $b$ are density and density ratio measurements for the same gene (segment) from two different replicates. These plots were made for full-length CDSes and for segment trees.

MA plots for the full length genes (Figure SI-2) were used to manually set the total read count thresholds for reliable density estimates. The chosen thresholds of 128 reads are identical to the ones used in Ingolia et al. [6] for defining reliably measured genes.

Figure SI-2. MA-plot of the full-CDS density estimates. Measurement variance for ribosome and mRNA density estimates is higher for genes with low density. Unreliable density estimates (< 128 total RNA-seq reads or < 128 ribo-seq reads; colored red) show increased measurement variance.

SI-3 Segment tree construction

When constructing segment trees, cut points $p$ are chosen such that the combined number of RNA- and ribo-seq reads across replicates is divided equally between the left and the right segments. This is achieved by simultaneously minimizing for the available replicates the sum of absolute per-replicate differences in the combined numbers of RNA- and ribo-seq reads between the left and the right segments.

When recursively splitting segments, cuts where both segments pass the minimum length criterion are preferred to cuts that minimize the read count imbalance. If multiple cut points with the same imbalance are available, the leftmost one is chosen. Measurements from segments, in which one or more density estimates are based on read counts containing $\geq 20\%$ ambiguous or overlapping reads with other CDSes, are discarded, but tree construction is allowed to continue.

SI-4 Density-dependent bias correction

MA-plots in Figure SI-3 (i) suggest presence of a systematic density-dependent bias in density and ratio measurements. To remove the bias, density measurements were normalized by first estimating the local bias using LOWESS regression (red line in MA-plots) and then (a) subtracting it from $M$ and (b) subtracting a half of it from $A$. Although this bias is negligible for mRNA and density measurements, it may get amplified when the ratio of the two biased measurements is computed. This effect can already be seen from the density ratio MA-plots, where the bias only becomes more pronounced after density
normalization. The remaining bias in the density ratio estimates is removed by applying the normalization procedure to the ratio estimates (Figure SI-4).

We note that although this bias correction procedure does not allow for removing bias from the original measurements, it provides bias-corrected versions of quantities $M$ and $A$, which are sufficient to determine parameters of the log-normal distributions describing the segment tree measurements. Quantity $A$ directly gives the scale parameter $\mu$ of the distribution for the corresponding segment, and $M$ is essentially the i.r.e. which is used to determine segment length group shape parameters.

**Figure SI-3.** MA-plots of the segment tree density and ratio measurements (i) before bias correction show a density-dependent systematic bias, which (ii) after removal of mRNA and ribosome density bias is no longer present in density estimates, but is amplified for the ratio estimates. An identical procedure is applied to correct this amplified bias (see Figure SI-4). The locally estimated mean $\bar{M}$ (red line) was obtained using LOWESS [7] using 33% of the data.

**Figure SI-4.** MA-plot of the segment tree density ratio estimates after normalization shows that no significant bias is present at the extreme density ratio values.
SI-5  Estimating shape parameters from i.r.e.

to estimate shape parameters $\sigma_j$ of the log-normal distributions $\ln \mathcal{N}(\mu_j, \sigma_j)$ describing density ratio measurements, segments were divided into 10 groups based on their length. Because each segment in a group follows a different distribution, with its own parameter $\mu_j$, the per-group shape parameter cannot be estimated directly from the density ratio measurements. Instead, for each group $k$ we estimate it via the shape parameter $\sigma_{k, \text{i.r.e.}}$ of the i.r.e. for measurements in this group. If $X, Y \sim \ln \mathcal{N}(\mu_j, \sigma_j)$ are random variables representing two independent replicated measurements of the density ratios, then the shape parameters of the i.r.e. and the density ratio distributions are related as

$$ (\sigma_{k, \text{i.r.e.}})^2 = \text{Var}(X) + \text{Var}(Y) = 2 \cdot (\sigma_{k, \text{group}})^2 $$

(1)

Using this equation the group shape parameter is calculated as $\sigma_{k, \text{group}} = \frac{1}{\sqrt{2}} \sigma_{k, \text{i.r.e.}}$ and used in place of $\sigma_j$ for all segments in the group.

SI-5.1 Variance structure in segments with high and low initiation rates

It is possible that segments originating from genes with high initiation rates have a different variance structure (e.g. are more reliable) than genes with low initiation rates. If present, this kind of relationship would be missed by the proposed segment grouping strategy and render it problematic. To confirm that gene initiation rates do not significantly alter variance structure of their corresponding segments we plotted inferred gene initiation rates from several existing datasets [8-10] against the segments inter-replicate errors (i.e. $M$ from the MA-plots) used for estimating the log-normal distribution shape parameters $\sigma_{k, \text{group}}$ as described before. Figures SI-5 to SI-7 show that no strong relationship between the initiation rates and inter-replicate errors is present. Only for initiation rates obtained from Shah et al. [10] (Figure SI-7) there appears to be a weak tendency of increasing i.r.e. for lower initiation rates. We believe that absence of strong dependencies between initiation rates and i.r.e. justifies our segment grouping approach and use it to derive log-normal distribution shape parameters as described above.
Figure SI-5. Density ratio i.r.e. \( M \) from the MA-plot in Figure SI-4 plotted against initiation rates obtained from Siwiak and Zielenkiewicz [8] for each of the 10 segment length groups used in the main text. No relationship between i.r.e. and initiation rates can be observed.

Figure SI-6. Density ratio i.r.e. \( M \) plotted against initiation rates obtained from Ciandrini et al. [9] for each of the 10 segment length groups used in the main text. No relationship between i.r.e. and initiation rates can be observed.
Figure SI-7. Density ratio i.r.e. $M$ plotted against initiation rates obtained from Shah et al. [10] for each of the 10 segment length groups used in the main text. Only a weak relationship (the scatterplot has a droplet-like shape if viewed horizontally; clearly seen for group $194 \leq L < 325$) between i.r.e. and initiation rates can be observed.
SI-6  Ribosome occupancy profiles

The mRNA and ribosome occupancy profiles were obtained by assigning reads to coding sequences as in the case of segment tree construction. The nucleotide occupancy counts were then normalized by dividing them by $N_R$ or $N_M$ (the total number of ribo- and RNA-seq reads mapped to CDSes) depending on the profile; and the normalized counts were coarse-grained into codon-resolution count profiles by summing counts over nucleotide positions of the corresponding codons.

To obtain per-transcript ribosome occupancy profiles, the ribosome count profiles were further normalized in two different ways: either by dividing the per-position counts of the ribosome profiles by the average count of the corresponding mRNA profile (referred to as mean normalization); or by dividing per-position counts of the ribosome profiles by the respective (same CDS and same position in the CDS) counts of the mRNA profiles (referred to as profile normalization). The latter normalization method is conceptually similar to the way in which density ratios in segment trees are calculated, but is applied at single codon resolution.

SI-6.1 High variance of RP measurements at single codon resolution complicates inference of translation kinetics

Prior to choosing for a “multi-scale” segment tree approach to interpreting the RP data, we evaluated its quantitative reproducibility at single-codon resolution by comparing ribosome occupancy profiles between replicates. To this end we obtained occupancy profiles using either profile or mean normalizations (PN and MN respectively). Separate ribosome occupancy profiles were obtained for the available biological replicates. For each reliably measured gene (as defined in Section SI-2) Pearson correlation between profiles obtained from the two replicates were calculated. Profile positions, for which it was impossible to obtain a profile (e.g. due to zero mRNA profile counts) in at least one of the replicates, were left out of the analysis.

![Figure SI-8](image_url)

**Figure SI-8.** Histograms of Pearson correlation coefficients for ribosome occupancy profiles obtained from two biological replicates demonstrate limited reproducibility of the profiles in a majority of the reliably measured genes irrespective of the used normalization method.

We found that profile correlations demonstrate limited agreement of the ribosome occupancy profiles (median correlation coefficient $\tilde{r} = 0.55$; **Figure SI-8**, left). This conclusion does not change even when more stringent read filtering is used (**Figure SI-9**). Since PN profiles can be viewed as an extreme case of a segment tree, where segments do not overlap and are one codon in length, they were computed
Figure SI-9. Histograms of Pearson correlation coefficients for ribosome occupancy profiles obtained from two biological replicates. Only uniquely mapping reads with at most 1 mismatch were used to construct the profiles (see Table SI-2 for statistics on read mapping). Nonetheless, the resulting correlation coefficients did not improve compared to the case of using less stringent read filtering (Figure SI-8).

as a reference for the segment tree interpretation. We found that PN scheme performed worse than MN (median correlation coefficient of $\tilde{r} = 0.32$; Figure SI-8 right), presumably because it introduced additional noise into the profiles through division by poorly estimated counts.

In the original publication Ingolia et al. [6] showed that RP data has good reproducibility when analyzed at whole-gene scale. Given the low Pearson correlation coefficients obtained for occupancy profiles evaluated at single codon resolution, we concluded that the RP data interpreted at single codon resolution would not allow for quantitative inference of translation kinetics; and devised a segmentation approach that estimates (local) average ribosome occupancy of a gene at multiple scales.

SI-7 Objective function derivation

In order to derive the objective function we assume that the density ratios obtained from the RP data follow the log-normal distribution. Further we assume that measurements for different genes and segments are independent from each other. We then seek to quantify how likely it is that a certain simulated segment density matches the measured one by plugging it into the log-normal probability density function (PDF) of that segment. The objective function can then be written as a product of PDFs of individual segments:

$$ F (n | T) = \prod_g \prod_{j \in J^g} f_x (N_j^g; \mu_j^g, \sigma_j^g), $$

where $f_x (x; \mu, \sigma) = \frac{1}{x \sigma \sqrt{2\pi}} e^{-\frac{(\ln x - \mu)^2}{2\sigma^2}}$ is the log-normal PDF and other variables hold the following meaning:

- $g$ denotes the gene.
- $J^g$ denotes the set of segments of gene $g$.
- $j$ denotes the segment within this gene.
- $\mu_j^g$ and $\sigma_j^g$ are the scale and shape parameters of the log-normal distribution describing density ratios of segment $j$ from gene $g$. 
We can now go back to the objective function $F$ to avoid working with multiplications, we will instead consider the logarithm of $F$ with respect to $\ln C$.

If we now drop the constants from $\ln F(C, n|T)$, we get the final objective function:

$$\psi(C, n|T) = \sum_g \sum_{j \in J_g} \left[ -\frac{1}{2(\sigma_j^g)^2} (\ln N_j^g - \mu_j^g + \ln C)^2 - \ln N_j^g \right].$$

We now address an earlier assumption that the scaling factor $C$ is known. To this end we find a $C$ that maximizes the objective $\psi$ when all other variables are given (i.e. when the simulated occupancy $n$ and the parameters of the log-normal distributions are available). To this end we take the derivative of $\psi$ with respect to $\ln C$ and equate it to zero:
\[
\frac{\partial \psi}{\partial \ln C} = \sum_g \sum_{j \in J_g} \left[ -\frac{2}{(\sigma_j^g)^2} \left( \ln N_j^g - \mu_j^g + \ln C \right) \right] = \sum_g \sum_{j \in J_g} \left[ -\frac{1}{(\sigma_j^g)^2} \left( \ln N_j^g - \mu_j^g + \ln C \right) \right] = 0
\]

\[
\sum_g \sum_{j \in J_g} \frac{1}{(\sigma_j^g)^2} \left( \ln N_j^g - \mu_j^g \right) + \sum_g \sum_{j \in J_g} \frac{1}{(\sigma_j^g)^2} \ln C = 0
\]

\[
\sum_g \sum_{j \in J_g} \frac{1}{(\sigma_j^g)^2} \left( \ln N_j^g - \mu_j^g \right) = -\sum_g \sum_{j \in J_g} \frac{1}{(\sigma_j^g)^2} \ln C
\]

\[
\sum_g \sum_{j \in J_g} \frac{1}{(\sigma_j^g)^2} \left( \mu_j^g - \ln N_j^g \right) = \sum_g \sum_{j \in J_g} \frac{1}{(\sigma_j^g)^2} \ln C
\]

\[
\frac{\sum_g \sum_{j \in J_g} \frac{1}{(\sigma_j^g)^2} \left( \mu_j^g - \ln N_j^g \right)}{\sum_g \sum_{j \in J_g} \frac{1}{(\sigma_j^g)^2}} = \ln C
\]

The end result

\[
\ln C = \frac{\sum_g \sum_{j \in J_g} \frac{1}{(\sigma_j^g)^2} \left( \mu_j^g - \ln N_j^g \right)}{\sum_g \sum_{j \in J_g} \frac{1}{(\sigma_j^g)^2}}
\]

also allows an appealing interpretation as the weighted sum of scale differences and matches the intuition about the scaling factor.

**SI-8 Initiation rate approximation**

We propose a method for approximating initiation rates that is based on the observation of Ciandrini et al. \[9\] that the average number of ribosomes bound to a segment (i.e. the segments average ribosome occupancy) as a function of the initiation rate, \(A(k_0)\), reaches saturated state either smoothly or abruptly (Figure SI-10 (i) and SI-11). This limited set of steady-state behaviors allows for efficiently approximating \(A(k_0)\). For each segment \(j\) we approximate the shape of this function as

\[
f_j(k_0) = \begin{cases} f_j^{-}(k_0), & k_0 \leq e_j \\ f_j^{+}(k_0), & k_0 > e_j \end{cases}
\]

\[
f_j^{-}(k_0) \equiv a_j k_0 / (b_j + k_0) \\
f_j^{+}(k_0) \equiv c_j k_0 + d_j
\]

where \(a_j, b_j, c_j \geq 0\), and \(d_j\) are parameters that need to be determined. Here \(f_j^{-}(k_0)\) and \(f_j^{+}(k_0)\) are used to approximate the unsaturated and saturated parts of \(A_j(k_0)\) respectively. Approximation parameters are iteratively updated inside a bracket search (Figure SI-10 (ii)). The approximation of \(A_j(k_0)\) is then used to approximate gene initiation rates as discussed below.
Figure SI-10. $A_j(k_0)$, the average number of ribosomes attached to segment $j$ at steady-state increases as a function of initiation rate $k_0$ and reaches saturated state (i) smoothly, abruptly or abruptly with a “jump”; this observation can be used to efficiently approximate the shape of $A_j(k_0)$. At each step of the bracket search (ii) the decision whether the gene is saturated at initiation rate $h$, the midpoint of bracket $[u, v]$, is made based on the squared distance from $A_j(h)$ (red dashed line) to $f_j^-(h)$ (green lines) and $f_j^+(h)$ (blue lines) - the approximation functions fitted into model simulation results (circles); and the approximations are refit in accordance to the decision made.

In order to approximate initiation rates, we assume that codon elongation rates are given and a “proposed” scaling factor $\tilde{C}$, an estimate of the unknown true scaling factor $C$, is available. Gene initiation rates $k_0$ are then chosen to maximize the objective $\psi(C, n|T)$ for $\tilde{C}$ and the approximations $f_j(k_0)$ obtained earlier. In practice the objective evaluated for $f_j(k_0)$ is a unimodal function of the initiation rate (see Figure SI-12) and ternary search is used to efficiently find the $k_0$ that maximizes it, i.e. the sought initiation rate approximation.

To determine approximation parameter values for segment $j$, the model is simulated for $E$ low and high initiation rates and $f_j^-$ and $f_j^+$ are first fit onto points $(k_0, A_j(k_0))$ recorded for low and high initiation rates respectively by minimizing the summed squared error. $E = 5$ was used as it gives robust estimates in practice and the low and high initiation rates are equally spaced in $[0, \min_i k_i/2]$ and $[\max_i k_i, 1]$ respectively. Bracket search is then used to find the switch point $e_j$.

Starting from bracket $[u, v] = [0, 1]$, a midpoint $h = (u + v)/2$ is chosen and $A_j(h)$ is found by simulation. $A_j(h)$ is compared to $f_j^-(h)$ and $f_j^+(h)$ to determine whether at initiation rate $h$ the mRNA is already in saturated state, and the bracket is updated as

$$u \leftarrow h, \quad \text{if } (f_j^-(h) - A_j(h))^2 < (f_j^+(h) - A_j(h))^2$$

$$v \leftarrow h, \quad \text{otherwise.}$$

Parameters $a_j, b_j$ or $c_j, d_j$ are then refit with the new point $(h, A_j(h))$ depending on whether the left or the right edge of the bracket was changed. The process continues until the bracket length becomes smaller.
than $10^{-6}$ and the switch point is then calculated as $\epsilon_j = (u + v)/2$. Approximations $f_j(k_0)$ are obtained for each segment $j$ and are recomputed each time elongation rates change.

Figure SI-11. Examples of the three types of behavior of the average number of ribosomes $A_j(k_0)$ as a function the initiation rate $k_0$ (solid lines) and their approximations (dashed lines): smooth - YGL103W (blue, green); abrupt - YPR017C (red, cyan); abrupt jump - YGL256W (magenta, yellow). tAI-based elongation rates were used in simulations.
Figure SI-12. Objective function value for genes YLR197W, YCL037C and YGL206C plotted as a function of the initiation rate for proposed scale $\tilde{C} \approx 181.956$ (see next section). The objective calculated using the approximation of the average number of ribosomes (dashed lines) and the objective calculated based on the simulation output (solid lines) demonstrate near-identical behavior. tA I-based elongation rates were used in simulations.

SI-9 The proposed scaling factor $\tilde{C}$

The proposed scaling factor $\tilde{C}$ and the scaling factor $C$ used in the objective function $\psi$ are both responsible for matching scales between simulated ribosome occupancy and the measured data. However, unlike the freely changing parameter $C$, the proposed scale $\tilde{C}$ is fixed and defines which portion of the difference between the simulated and measured densities ($N^g_j$ and $\mu^g_j$ respectively) can be attributed to the scale mismatch, and which portion must be explained the TASEP model. Choosing $\tilde{C}$ to be a good estimate of the unknown true scaling factor is required to ensure that the fitted translation rates have biologically meaningful values.

The true scaling factor is impossible to measure exactly, but it is possible to estimate it. It is determined by the amount of DNA available for sequencing, which in turn depends on the number of actively translating ribosomes (for ribo-seq), the total size of the coding transcriptome (for RNA-seq) and the efficiencies of individual steps of the experimental protocol. To estimate this factor we assume that individual steps of the ribosome profiling protocol are either highly efficient (i.e. only a moderate portion of the genetic material and ribosomes are lost during their execution), or that they are equally inefficient for the ribo-seq and RNA-seq measurements, and use the procedures from Siwiak and Zielenkiewicz [8] to estimate the number of actively translating ribosomes $P_{active}$ and the size of the coding transcriptome $Q$.

The total number of ribosomes $P_{total} = 2 \times 10^5$ and the fraction of ribosomes involved in active translation $\rho = 0.85$ [12] were used to calculate $P_{active} = \rho \cdot P_{total} = 1.7 \times 10^5$. The size of the coding transcriptome was computed as

$$Q = 3 \cdot \sum_g S^g K_g,$$

where $S^g$ and $K_g$ are respectively the length in codons of CDSes and the absolute number of transcripts of gene $g$. Quantities $K_g$ were calculated as the relative mRNA abundance $m_g = \frac{M_{1,Sg}}{N_M}$ scaled by the total number of mRNA molecules per cell $E = 36,139$ [13], yielding $Q = 3E \cdot \sum_g S^g m_g \approx 3.09 \times 10^7$. 
Using these quantities the proposed scaling factor can be estimated as
\[ \tilde{C} = \frac{Q}{P_{\text{active}}} \approx 181.956. \]

The described procedure was used to set the proposed scale \( \tilde{C} \) for all analyzed datasets individually.

**SI-10 CMA parameter settings**

CMA search space was constrained to \([-12, 12]\). This way, when sigmoid-transformed prior to TASEP simulations, the rates would occupy the interval \((0, 1)\) almost entirely. When fitting elongation rates, rates consistent with the tRNA pool adaptation hypothesis were used as a starting point and their standard deviation (SD) was used to set CMA parameter \( \sigma_0 \approx 0.94 \). CMA was run with the default population size \( \mu = 16 \). To control the runtime of the algorithm, it was stopped if the search ran for at least 300 generations and the overall best solution did not improve over the last 50 generations.

**SI-11 Comparison to other models**

Zhang’s model \([14]\) was designed to predict the relative local speed of translation at a given position from codon elongation rates around it. Codon elongation times \( t_i \) (inverse of elongation rates) consistent with the tRNA pool adaptation hypothesis were used to parameterize it as in Wohlgemuth et al. \([15]\).

To obtain per-gene translation time profiles from the Zhang model, individual codon translation times \( t_i \) were smoothed with a moving average window of 19 codons as in the original publication. For model evaluation these profiles were treated as codon occupancy probabilities output by other models.

**SMoPT** (Stochastic Model of Protein Translation \([10]\)) is a full-cell model developed and parameterized for yeast using the RP data \([6]\). It describes the movement of ribosomes on mRNA transcripts with a TASEP-like process while also taking tRNA and ribosome concentration into account.

To obtain ribosome occupancy profiles, the model was simulated with default settings for the maximum allowed time \( (2.4 \times 10^6 \text{ seconds}; \text{Figure SI-13}) \) and snapshots of the state of the model with exact locations of ribosomes on all transcripts were taken every second. These snapshots were processed into ribosome occupancy estimates by recording how often a ribosome was seen at a particular location and dividing this number by the total simulation time. Observations for different transcripts of the same gene were combined into a single occupancy profile normalized by the number of transcripts. Since SMoPT implicitly assumes that termination is instantaneous, codon occupancies for stop codons were set to zero.
SI-12 Translation rate reproducibility analysis

In order to determine how robust translation rates fitted on the McManus et al. dataset are, we set out to repeat model fitting on an independent dataset. The RP data for yeast *Saccharomyces cerevisiae* strain BY4741 was used for this purpose. It is available as a read mapping against the reference genome sequence of *S. cerevisiae* strain S288C taken from SGD on June 22, 2008 (release R58). These data were re-mapped to release R64 (January 14, 2014) by sequentially updating the alignment coordinates according to the sequence changes file available from SGD. The updated alignments were filtered as in the original publication. We intentionally did not use a stringent cutoff and kept alignments with up to 2 mismatches, as we expect that a fraction of the mismatches originates from the use of the S288C reference genome for reads of a different strain. After discarding footprint lengths for which location of the A-site could not be reliably determined, reads of lengths $22 \leq l \leq 32$ and $27 \leq l \leq 32$ for mRNA- and ribo-seq reads respectively were used in the analysis. A-site determination and assignment of reads to CDSes (see Table SI-4 for statistics) were performed as before.

MA-plots for the full length genes were similarly used to set read count thresholds for reliable density estimates to 128 and 64 mRNA- and ribo-seq reads respectively. Segment trees constructed with these thresholds were then bias-corrected and ratio measurement errors (Table SI-5) were determined as before.

The set of 2,949 genes common between the McManus et al. and Ingolia et al. datasets with 13,443 Ingolia and 51,223 McManus segments was then used to independently fit two TASEP models on the two datasets inside a common 5-fold CV loop.

![Figure SI-13. CV objective $\psi$ for the SMoPT simulation output (red line) and its standard deviation (blue area) plotted as the function of the simulation time demonstrates that reliable density estimates were determined by the end of the simulation period.](image)
Table SI-3. P-site offsets for various footprint lengths for the Ingolia et al. [6] dataset determined individually for each replicate based on Figure SI-14.

<table>
<thead>
<tr>
<th>Length</th>
<th>Replicate 1</th>
<th>Replicate 2</th>
<th>Final offset</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Start</td>
<td>Stop</td>
<td>Start</td>
</tr>
<tr>
<td>27</td>
<td>12</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>28</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>29</td>
<td>13</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>30</td>
<td>13</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>31</td>
<td>13</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>32</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
</tbody>
</table>

Figure SI-14. Histograms of the locations of the start and stop codons within ribosomal footprints of various lengths for the Ingolia et al. [6] dataset. Offsets fixed for every footprint length are given in Table SI-3.
Table SI-4. Ingolia dataset [6] read alignment statistics for the S. cerevisiae genome release used in the original publication (R58) and the genome release used in this study (R64), and varying alignment strictness. The switch from R58 to R64 gives an increase in the number of reads with up to 2 mismatches.

<table>
<thead>
<tr>
<th>Type</th>
<th>Release</th>
<th>Name</th>
<th>Max subst.</th>
<th>Min length</th>
<th>Max length</th>
<th>Unique</th>
<th>Replicate 1 mRNA</th>
<th>Ribosome</th>
<th>Replicate 2 mRNA</th>
<th>Ribosome</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ref.</td>
<td>R58</td>
<td>Raw</td>
<td>2</td>
<td>20</td>
<td>35</td>
<td>No</td>
<td>2,219,009</td>
<td>1,868,620</td>
<td>4,895,436</td>
<td>3,424,182</td>
</tr>
<tr>
<td></td>
<td>R64</td>
<td>Raw</td>
<td>2</td>
<td>20</td>
<td>35</td>
<td>No</td>
<td>2,226,949</td>
<td>1,870,581</td>
<td>4,898,568</td>
<td>3,439,420</td>
</tr>
<tr>
<td></td>
<td>R64</td>
<td>Filtered</td>
<td>2</td>
<td>22/27</td>
<td>32</td>
<td>No</td>
<td>1,924,200</td>
<td>1,175,283</td>
<td>4,583,654</td>
<td>1,699,871</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Strict</td>
<td>1</td>
<td>22/27</td>
<td>32</td>
<td>No</td>
<td>1,825,219</td>
<td>1,109,120</td>
<td>3,643,440</td>
<td>1,281,387</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Unique</td>
<td>1</td>
<td>22/27</td>
<td>32</td>
<td>Yes</td>
<td>1,618,952</td>
<td>926,029</td>
<td>3,216,498</td>
<td>1,062,049</td>
</tr>
<tr>
<td></td>
<td>CDS</td>
<td>Filtered</td>
<td>2</td>
<td>22/27</td>
<td>32</td>
<td>No</td>
<td>1,365,482</td>
<td>1,128,724</td>
<td>3,451,402</td>
<td>1,649,033</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Strict</td>
<td>1</td>
<td>22/27</td>
<td>32</td>
<td>No</td>
<td>1,297,286</td>
<td>1,069,840</td>
<td>2,729,730</td>
<td>1,245,578</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Unique</td>
<td>1</td>
<td>22/27</td>
<td>32</td>
<td>Yes</td>
<td>1,125,445</td>
<td>897,963</td>
<td>2,369,133</td>
<td>1,034,200</td>
</tr>
</tbody>
</table>

Figure SI-15. MA-plot of the full-CDS density estimates computed for the Ingolia et al. [6] dataset. Unreliable density estimates (< 128 total RNA-seq reads or < 64 ribo-seq reads; colored red) show increased measurement variance.
Figure SI-16. MA-plots of the segment tree density and ratio measurements for the Ingolia et al. [6] dataset (i) before bias correction show a density-dependent systematic bias, which (ii) after removal of mRNA and ribosome density bias is no longer present in density estimates. An identical procedure is applied to correct density-dependent amplified in ratio measurements (see Figure SI-17).

Figure SI-17. MA-plot of the segment tree density ratio estimates of the Ingolia et al. [6] dataset after normalization shows that no significant bias is present at the extreme density ratio values.
Table SI-5. Shape parameters of the Ingolia et al. dataset density ratio distributions for segments grouped by length. Values of $\sigma$ determined for this dataset are considerably higher than the values obtained for McManus data.

<table>
<thead>
<tr>
<th>#</th>
<th>Left</th>
<th>Right</th>
<th>Group size</th>
<th>Shape parameter $\sigma$, log$_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20</td>
<td>31</td>
<td>1304</td>
<td>0.3201301130609000</td>
</tr>
<tr>
<td>2</td>
<td>31</td>
<td>47</td>
<td>1400</td>
<td>0.292439449293707</td>
</tr>
<tr>
<td>3</td>
<td>47</td>
<td>67</td>
<td>1359</td>
<td>0.278283672264551</td>
</tr>
<tr>
<td>4</td>
<td>67</td>
<td>94</td>
<td>1366</td>
<td>0.261941203773427</td>
</tr>
<tr>
<td>5</td>
<td>94</td>
<td>130</td>
<td>1399</td>
<td>0.245270164406985</td>
</tr>
<tr>
<td>6</td>
<td>130</td>
<td>176</td>
<td>1359</td>
<td>0.239063834104316</td>
</tr>
<tr>
<td>7</td>
<td>176</td>
<td>246</td>
<td>1353</td>
<td>0.225808138327335</td>
</tr>
<tr>
<td>8</td>
<td>246</td>
<td>354</td>
<td>1375</td>
<td>0.214356415855909</td>
</tr>
<tr>
<td>9</td>
<td>354</td>
<td>560</td>
<td>1374</td>
<td>0.206160115988558</td>
</tr>
<tr>
<td>10</td>
<td>560</td>
<td>4912</td>
<td>1367</td>
<td>0.199898527308120</td>
</tr>
</tbody>
</table>
SI-12.1 Model fitting is robust against experimental biases

Translation rates obtained from the two datasets (Figure SI-18) and initiation rates show qualitatively similar behaviour (Figure SI-19) despite of significant differences in protocols, strains, sequencing depth and computational processing between the two datasets. Ingolia et al. [6] describe the first application of the ribosome profiling method. They used a RP protocol based on poly-A tailing of ribosomal footprints, which was later substituted by ligation of an adapter sequence to the 3′ end (e.g. McManus et al. [1]). The latter is a standard procedure in small RNA sequencing, as it simplifies the experimental protocol and subsequent short read mapping. This difference in protocols results in substantially different biases due to sequence preferences of poly-A polymerase and RNA ligase [16], which could explain the discrepancies between the elongation rates fitted on the two datasets. Relatively low sequencing depth of the Ingolia et al. dataset is also a likely factor contributing to higher SDs of the fitted elongation rates and moderate reproducibility. Nevertheless, the general agreement between the two sets of translation rates shows that our approach is robust against experimental biases.

![Figure SI-18](image_url)

**Figure SI-18.** Mean and SD of the codon elongation rates fitted in different CV folds of McManus and Ingolia datasets, compared to the tAI-based rates (orange line). Many codons show agreement between the elongation rates fitted on the Ingolia dataset (blue) and the elongation rates fitted on the McManus dataset (green).

![Figure SI-19](image_url)

**Figure SI-19.** Translation elongation rates (left) and translation initiation rates (right) fitted independently on the McManus and Ingolia datasets also show qualitatively similar behaviour (Pearson $r = 0.531$, $p < 10^{-4}$ for elongation rates; and $r = 0.592$, $p < 10^{-277}$ for initiation rates).
SI-12.2 Model fitting is robust to changes in the genes used for fitting

We also sought to compare the McManus translation rates obtained in the previous section to the rates we determined on the set of genes common between the McManus dataset and the SMoPT model. Translation rates for these two sets of genes quantitatively agree with each other (Figure SI-20). This suggests that the rate fitting procedure is robust to the gene set used to obtain the rates. However, the agreement between the rates is not perfect. This could be a result of overfitting the rates in individual CV folds due to using only a single fold for training - a limitation dictated by the computational complexity of the fitting procedure.

Alternatively the non-perfect agreement may also be a consequence of the implicit assumption, that codon elongation rates are independent of codon context, being incorrect. All translation models proposed to date, including ours, assume that translation elongation rates are constant and are not influenced by the sequence around a particular codon, although various factors affecting the speed of elongation have been suggested [17]. Differences between elongation rates induced by local sequences that are over-represented in a particular gene set provide an alternative explanation for the limited agreement between translation rates fitted on different sets.

SI-13 Model fitting without segment trees

In order to assess the effect of gene segmentation on the fitted translation rates we sought to compare our model to one fitted without the use of segment trees. To this end we restricted our segment trees to a maximal depth of 1 (i.e. they were allowed to contain only the top-level segment, corresponding to the entire CDS). The 4,768 full-CDS segments obtained in such way were bias-corrected as described in Section SI-4 (results are shown in Figures SI-21 and SI-22), and a single shape parameter $\sigma \approx 0.17$ (log2 scale) was estimated for all full-CDS segments. The set of full-CDS segments was then used to fit the TASEP$^{\text{init}}$ model and compare its predictions to the independent PA datasets and to the TASEP$^{\text{init}}$ model fitted with the use of segment trees.

It can be seen from Figure SI-23 that (a) predictions of the full-CDS model compare favourably to the predictions made by the original TASEP$^{\text{init}}$ model; and that (b) the predicted ribosome occupancy of the full-CDS model and the measured per-transcript density are also in agreement. A cloud of outlier points that can be clearly seen in Figure SI-23 (right) consists of genes with low fitted initiation rates. This suggests that the initiation rate approximation procedure used for segment trees may not be very suitable for the case when only the full-CDS segments are used. Table SI-6 shows that the correlation
between the predictions made by the full-CDS TASEP\textsuperscript{init} model and independent PA datasets are lower, but comparable to the correlations obtain by that model fitted on segment trees. Together these findings suggest that the use of segment trees, when compared to the traditional full-CDS approach, does not introduce any significant biases into the fitted rates, but instead makes the initiation rate approximation procedure more accurate.

**Figure SI-21.** MA-plots of the full-CDS density and ratio measurements for the McManus et al. [1] dataset (i) before bias correction show a density-dependent systematic bias, which (ii) after removal of mRNA and ribosome density bias is no longer present in density estimates. An identical procedure is applied to correct the density-dependent bias amplified in ratio measurements (see Figure SI-17).

**Figure SI-22.** MA-plot of the full-CDS density ratio estimates of the McManus et al. [1] dataset after normalization shows that no significant bias is present.
Figure SI-23. PPR (left) and gene-level average density (middle) predicted by the TASEP\textsuperscript{init} model fitted on full-CDS segments and the TASEP\textsuperscript{init} fitted on segment trees agree well with each other. Similarly, gene-level average density predicted by TASEP\textsuperscript{init} fitted on full-CDS estimates agrees well with density ratios obtained from RP data (right).

Table SI-6. Correlations of TASEP\textsuperscript{init} predictions with independent PA datasets for the full-CDS model. Spearman rank correlation coefficients $r$ for are reported; $J'$ is the partial correlation between $J$ and PA given mRNA.

<table>
<thead>
<tr>
<th>TASEP\textsuperscript{init} full-CDS</th>
<th>Newman YEPD</th>
<th>Newman SD</th>
<th>Ghaemmaghami</th>
</tr>
</thead>
<tbody>
<tr>
<td>Init. rate</td>
<td>$r = 0.56^{***}$</td>
<td>$r = 0.55^{***}$</td>
<td>$r = 0.48^{***}$</td>
</tr>
<tr>
<td>$J$</td>
<td>$r = 0.57^{***}$</td>
<td>$r = 0.55^{***}$</td>
<td>$r = 0.48^{***}$</td>
</tr>
<tr>
<td>$J \times$ mRNA</td>
<td>$r = 0.71^{***}$</td>
<td>$r = 0.69^{***}$</td>
<td>$r = 0.61^{***}$</td>
</tr>
<tr>
<td>$J'$</td>
<td>$r = 0.50^{***}$</td>
<td>$r = 0.47^{***}$</td>
<td>$r = 0.35^{***}$</td>
</tr>
</tbody>
</table>

- $p$-value $< 10^{-5}$
- $p$-value $< 10^{-20}$
- $p$-value $< 10^{-100}$

We also used the set of full-CDS segments to fit elongation and initiation rates of the TASEP\textsuperscript{elong} model as described before. The best fits (note that the CMA evolutionary strategy will at best find one of the many equally good solutions if the problem is underdetermined) from each of the folds were used to calculate the CV mean rate and its SD for each of the 61 codons (shown in Figure SI-24). It can be seen from Figure SI-24 that fitted elongation rates differ considerably between CV folds, suggesting that the full-CDS approach does not provide sufficient constraints for simultaneously determining translation elongation and translation initiation rates of the full-CDS TASEP\textsuperscript{elong} model.
SI-14 Functional enrichment

Gene ontology functional enrichment analysis was performed using the DAVID tool[18] with functional categories GOTERM_BP_FAT, GOTERM_CC_FAT and GOTERM_MF_FAT. A score cutoff of 0.1 and a size cutoff of 2 were used in the analysis. Only enrichments significant at 0.05 FDR were reported.

SI-15 Segment tree reconstruction

To visualize the change of density along transcripts and the uncertainty about it captured by the segment trees, we sought to obtain a reconstruction of the per-transcript ribosome density of the tree, which could be directly plotted. Since every node within the segment tree defines a probability distribution (PD) of the average density ratio of the corresponding segment, together these segments define a joint probability distribution of segment-averaged (i.e. piecewise constant) density of the entire gene. Samples from this joint PD can be used to reconstruct the encoded density and to obtain confidence bounds on the reconstruction. We note that the logarithm of the PDF of this distribution has the same form as the objective function $\psi$ evaluated for the same gene.

Formally we assign a random variable $x_{[l_j,r_j]}$, describing the average density of the corresponding
segment to every leaf segment \([l_j, r_j]\) in the tree, and a random variable \(x_{[l_k, r_k]}\) with the same meaning to every segment \([l_k, r_k]\) that needs to be added to the tree in order for each parent node to have exactly two children (see Figure SI-25). These variables are used to compute the average density at every non-leaf segment as the weighted mean of values \(x_{[l_j, r_j]}\) falling within that segment with segment lengths used as weights. We then assume a wide uniform prior for variables \(x\) and use Markov chain Monte Carlo [19] to sample them from the joint PD.

When building reconstructions for visualization we obtained \(2 \times 10^8\) samples with a burn phase of \(10^8\) samples and thinning of 100, yielding a total of \(10^6\) samples. The 10%, 50% and 90% highest posterior density (HPD) intervals calculated from this sample were then used to plot the reconstruction.
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