Modelling circulating tumour cells for personalised survival prediction in metastatic breast cancer
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S1 Text: Branching Process

In our model, we are interested in the number of cells expressing the mutations leading to metastatic behaviour (CD44, CD47 and MET mutations [1]). In particular, we focus on the following questions: how many cells in the tumour develop one given mutation? How many cells can present simultaneously all the three mutations? Such multi-mutation path can be obtained through several paths, where a path is a sequence of mutations leading from \( j = (0, 0, 0) \) (no mutation) to \( j' = (1, 1, 1) \) (all the three genes are mutated). For the sake of simplicity, let us assume that mutation at position 1 is related to CD44, at position 2 is related to MET and position 3 describes the mutation of CD47. An example of path leading to full mutation is \( P = (0, 0, 0) \rightarrow (1, 0, 0) \rightarrow (1, 1, 0) \rightarrow (1, 1, 1) \) (mutations of CD47 and CD44 happen simultaneously first, then MET mutation takes place). As a consequence, this mutation process can be described by the branching process presented in [2]. We assume that only one mutation can happen at once and if a mutation has been acquired it is not possible to go back. So, path like \((0,0,0) \rightarrow (1,0,1) \rightarrow (0,0,1)\) are not accepted.

Following the terminology used in [2], the profiles along a path are indexed as \( k \), the number of potential mutations that would lead from profile \( k-1 \) to \( k \), along a particular path, is \( \nu_k \), while the number of mutations leading from profile \( k-1 \) to a profile not on the path is denoted as \( \eta_k \). For example, in the path \((0,0,0) \rightarrow (1,0,0) \rightarrow (1,1,0) \rightarrow (1,1,1)\) we have

\[
\begin{align*}
\nu_1 &= n_1 + n_3 \\
\eta_1 &= n_2 \\
\nu_2 &= n_2 \\
\eta_2 &= 0
\end{align*}
\]

We are interested in the number of cells with a given mutation. Let us define \( x_j(t) \) as the expected number of cells of profile \( j \) at time \( t \), for each profile \( j = (j_1, \ldots, j_m) \) in a \( m \)-profile path. These expected numbers satisfy the following system of differential equations [2]:

\[
x_j'(t) = [r - r_b(\eta_{j+1} + \nu_{j+1})] x_j + r_b \eta_j u_0 x_{j-1}
\]

where \( r_b \) is the cell birth rate, \( r_d \) is the cell death rate, \( u_0 \) is the point mutation rate and \( r = r_b(1 - u_0) - r_d \). According to [2], we set \( x_{-1} = 0 \) for all \( t \), \( \eta_0 = \nu_0 = \eta_{m+1} = \nu_{m+1} = 0 \) and initial conditions as \( x_0(0) = 1 \) and \( x_j(0) = 0 \) for \( j = 1, \ldots, m \). From profile \( j = (0,0,0) \) to \( j' = (1,1,1) \) there are six different paths.

Path 1 \((0,0,0) \rightarrow (1,0,0) \rightarrow (1,1,0) \rightarrow (1,1,1)\),

with \( \nu_1 = n_1, \ \eta_1 = n_2 + n_3, \ \nu_2 = n_2, \ \eta_2 = n_3, \ \nu_3 = n_3, \ \eta_3 = 0; \)
Path 2 \((0,0,0) \rightarrow (1,0,0) \rightarrow (1,0,1) \rightarrow (1,1,1)\),
with \(\nu_1 = n_1, \eta_1 = n_2 + n_3, \nu_2 = n_3, \eta_2 = n_2, \nu_3 = n_2, \eta_3 = 0;\)

Path 3 \((0,0,0) \rightarrow (0,1,0) \rightarrow (1,1,0) \rightarrow (1,1,1)\),
with \(\nu_1 = n_2, \eta_1 = n_1 + n_3, \nu_2 = n_1, \eta_2 = n_3, \nu_3 = n_3, \eta_3 = 0;\)

Path 4 \((0,0,0) \rightarrow (0,1,0) \rightarrow (0,1,1) \rightarrow (1,1,1)\),
with \(\nu_1 = n_2, \eta_1 = n_1 + n_3, \nu_2 = n_1, \eta_2 = n_1, \nu_3 = n_1, \eta_3 = 0;\)

Path 5 \((0,0,0) \rightarrow (0,0,1) \rightarrow (1,0,1) \rightarrow (1,1,1)\),
with \(\nu_1 = n_3, \eta_1 = n_1 + n_2, \nu_2 = n_1, \eta_2 = n_2, \nu_3 = n_1, \eta_3 = 0;\)

Path 6 \((0,0,0) \rightarrow (0,0,1) \rightarrow (0,1,1) \rightarrow (1,1,1)\),
with \(\nu_1 = n_3, \eta_1 = n_1 + n_2, \nu_2 = n_2, \eta_2 = n_1, \nu_3 = n_1, \eta_3 = 0;\)

Each path can be described by the following system:

\[
X'(t) = A_k X(t), \quad k = 1, ..., 6
\]

where

\[
X'(t) = \begin{pmatrix}
    x'_{(0,0,0)}(t) \\
    x'_{(1,0,0)}(t) \\
    x'_{(0,1,0)}(t) \\
    x'_{(0,0,1)}(t) \\
    x'_{(1,1,0)}(t) \\
    x'_{(0,1,1)}(t) \\
    x'_{(1,1,1)}(t)
\end{pmatrix}, \quad \begin{pmatrix}
    x_{(0,0,0)}(t) \\
    x_{(1,0,0)}(t) \\
    x_{(0,1,0)}(t) \\
    x_{(0,0,1)}(t) \\
    x_{(1,1,0)}(t) \\
    x_{(0,1,1)}(t) \\
    x_{(1,1,1)}(t)
\end{pmatrix}
\]

and \(A_k\) for \(k = 1, ..., 6\) is the matrix describing the numbers of “on–path” and “off–path” mutations of the \(k\)-th path as follows (here we report only \(A_1\) and \(A_2\), but all the other cases can be easily obtained):

\[
A_1 = \begin{pmatrix}
    r - r_b(u_1 + u_2 + u_3) & 0 & 0 & 0 & 0 & 0 & 0 \\
    r_b u_1 & r - r_b(u_2 + u_3) & 0 & 0 & 0 & 0 & 0 \\
    0 & r - r_b u_2 & 0 & 0 & 0 & 0 & 0 \\
    0 & 0 & r_b u_2 & 0 & 0 & 0 & 0 \\
    0 & 0 & 0 & r - r_b u_2 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 & r_b u_2 & 0 & 0 \\
    0 & 0 & 0 & 0 & 0 & r_b u_3 & 0 \\
\end{pmatrix}
\]

\[
A_2 = \begin{pmatrix}
    r - r_b(u_1 + u_2 + u_3) & 0 & 0 & 0 & 0 & 0 & 0 \\
    r_b u_1 & r - r_b(u_2 + u_3) & 0 & 0 & 0 & 0 & 0 \\
    0 & r - r_b u_2 & 0 & 0 & 0 & 0 & 0 \\
    0 & 0 & r_b u_2 & 0 & 0 & 0 & 0 \\
    0 & 0 & 0 & r - r_b u_2 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 & r_b u_2 & 0 & 0 \\
    0 & 0 & 0 & 0 & 0 & r_b u_3 & 0 \\
\end{pmatrix}
\]

where \(u_i = u n_i\) is the point mutation rate related to the \(i\)th gene.
The cell mutations from profile \( j = (0,0,0) \) to \( j' = (1,1,1) \) can follow the first path or the second one or the third one and so on. Hence, the system describing all the path possibilities is given by \( X' = AX \), where \( A = \sum_{k=1}^{6} A_k \). Moreover, each profile has to be taken into account only once, since each cell goes through only one given path with no repeated profiles. However, several profiles are encountered in more than one path (e.g., profile \( (0,0,0) \) is repeated in every paths and \( (1,0,0) \) is repeated in path 1 and 2). As a consequence, matrix \( A \) needs to be rescaled in order to avoid profile repetitions. Finally, the final system describing the whole branching process is the following

\[
X' = S \circ AX
\]

where \( \circ \) is the Hadamard product or element–by–element product and \( S \) is the scaling matrix.

\[
S = \begin{pmatrix}
1/6 & 1 & 1 & 1 & 1 & 1 & 1 \\
1/2 & 1/2 & 1 & 1 & 1 & 1 & 1 \\
1/2 & 1 & 1 & 1/2 & 1 & 1 & 1 \\
1/2 & 1 & 1 & 1 & 1/2 & 1 & 1 \\
1/2 & 1 & 1 & 1 & 1 & 1/2 & 1 \\
1/2 & 1 & 1 & 1 & 1 & 1 & 1 \\
1/2 & 1 & 1 & 1 & 1/2 & 1 & 1 \\
1/2 & 1 & 1 & 1/2 & 1 & 1 & 1 \\
1/2 & 1/2 & 1/2 & 1/2 & 1/2 & 1/2 & 1/2 \\
1/2 & 1/2 & 1/2 & 1/2 & 1/2 & 1/2 & 1/2
\end{pmatrix}
\]

\[
S \circ A = \begin{pmatrix}
(r - s_3(u_1 + u_2 + u_3)) & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & r - s_3(u_2 + u_3) & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & r - s_3(u_1 + u_3) & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & r - s_3(u_1 + u_2) & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & r - s_3(u_1) & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & r - s_3(u_2) & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & r - s_3(u_3) & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & r - s_3(u_1) & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & r - s_3(u_2) & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & r - s_3(u_1)
\end{pmatrix}
\]

The explicit form of system of ODEs is

\[
\begin{align*}
x'_{(0,0,0)}(t) &= (r - s_3(u_1 + u_2 + u_3))x_{(0,0,0)}(t) \\
x'_{(1,0,0)}(t) &= s_3u_1x_{(0,0,0)}(t) + (r - s_3(u_2 + u_3))x_{(1,0,0)}(t) \\
x'_{(0,1,0)}(t) &= s_3u_2x_{(0,0,0)}(t) + (r - s_3(u_1 + u_3))x_{(0,1,0)}(t) \\
x'_{(0,0,1)}(t) &= s_3u_3x_{(0,0,0)}(t) + (r - s_3(u_1 + u_2))x_{(0,0,1)}(t) \\
x'_{(1,0,1)}(t) &= s_3u_2x_{(1,0,0)}(t) + (r - s_3(u_1))x_{(1,0,1)}(t) \\
x'_{(0,1,1)}(t) &= s_3u_3x_{(0,1,0)}(t) + (r - s_3(u_2))x_{(0,1,1)}(t) \\
x'_{(1,1,1)}(t) &= s_3u_3x_{(1,1,0)}(t) + (r - s_3(u_1))x_{(1,1,1)}(t) + x_{(1,1,1)}(t)
\end{align*}
\]

The solution of system of ODEs is given by

\[
X(t) = \begin{pmatrix}
x_{(0,0,0)}(t) = e^{(r - s_3(u_1 + u_2 + u_3))t} \\
x_{(1,0,0)}(t) = e^{(r - s_3(u_1 + u_2 + u_3))t}(e^{r_3u_1t} - 1) \\
x_{(0,1,0)}(t) = e^{(r - s_3(u_1 + u_2 + u_3))t}(e^{r_3u_2t} - 1) \\
x_{(0,0,1)}(t) = e^{(r - s_3(u_1 + u_2 + u_3))t}(e^{r_3u_3t} - 1) \\
x_{(1,1,0)}(t) = e^{(r - s_3(u_1 + u_2 + u_3))t}(e^{r_3u_1t} - 1)(e^{r_3u_2t} - 1) \\
x_{(1,0,1)}(t) = e^{(r - s_3(u_1 + u_2 + u_3))t}(e^{r_3u_2t} - 1)(e^{r_3u_3t} - 1) \\
x_{(0,1,1)}(t) = e^{(r - s_3(u_1 + u_2 + u_3))t}(e^{r_3u_3t} - 1)(e^{r_3u_2t} - 1) \\
x_{(1,1,1)}(t) = e^{(r - s_3(u_1 + u_2 + u_3))t}(e^{r_3u_3t} - 1)(e^{r_3u_2t} - 1)(e^{r_3u_1t} - 1)
\end{pmatrix}
\]
Our goal is knowing the number of cells with one given mutation at time $t$. If $x_1(t)$ is the number of cells having CD44 mutation at time $t$, it follows that $x_1(t) = x_{(1,0,0)}(t) + x_{(1,1,0)}(t) + x_{(1,0,1)}(t) + x_{(1,1,1)}(t)$.

Analogously, $x_2(t) = x_{(0,1,0)}(t) + x_{(1,1,0)}(t) + x_{(0,1,1)}(t) + x_{(1,1,1)}(t)$ is the number of cells with MET mutation and $x_3(t) = x_{(0,0,1)}(t) + x_{(1,0,1)}(t) + x_{(0,1,1)}(t) + x_{(1,1,1)}(t)$ is the number of cells with CD47 mutation.

Replacing solution 3 in the previous equations, we obtain

$$
x_1(t) = e^{rt}(1 - e^{-ru_1t}) \\
x_2(t) = e^{rt}(1 - e^{-ru_2t}) \\
x_3(t) = e^{rt}(1 - e^{-ru_3t})$$

In conclusion, the general form of the branching process expressing the number of cells with mutation $i$, $i = CD44, MET, CD47$ at time $t$ is

$$x_i(t) = e^{rt}(1 - e^{-ru_it})$$

where $u_i = u n_i$ is the point mutation rate related to the $i$th gene.
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