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Model. The model describes population dynamics and population genetics of a panmictic virus population in a single patient. Only virus in infected cells is considered and the dynamics of free virus and uninfected cells are ignored. The total number of cells that can be infected is limited to \( K \), the carrying capacity. Because the life cycle of the virus is simplified to just one step in which infected cells “give birth” to infected cells, all drugs have the same effect: they reduce the number of cells that can be infected by the virus in an infected cell. We will refer to the infected cells by the virus they are infected with.

When patients fail therapy, this is often due to virus that is resistant against just one drug even if the patient was treated with three drugs (as described in the Introduction). We therefore assume in our model that there are just two types of viruses: wildtype virus that is susceptible to all drugs and resistant virus that is resistant against one of the drugs in the regimen of the patient. We assume that prior to establishment of single drug-resistant virus (hereafter: resistant virus), there is no virus present that is resistant against more than one drug. We only focus on the probability that single drug-resistant virus becomes established. The resistant type has a growth rate larger than 1 even in the presence of drugs, but in the absence of drugs it is less fit than the wildtype. Initially the population consists of only wildtype virus, resistant virus can be created by mutation. Absolute fitnesses are determined for wildtype and resistant virus, in the absence of drugs (denoted by \( u \) for untreated) and during treatment (either ART or NVP). These fitnesses are absolute fitnesses, which are equivalent to the reproductive ratio, or the expected number of cells a viral particle would infect in a completely susceptible population of host cells. Without drugs, wildtype virus is fitter than resistant virus, so that the population will always be dominated by wildtype virus. During treatment, resistant virus is fitter than wildtype, so that the population will ultimately become dominated by resistant virus. However, if evolution is mutation-limited, it can take a long time before the equilibrium with resistant virus is reached. One of the successes of combination therapy is to make this waiting time much longer than with monotherapy.

The relative cost or selective disadvantage is defined as \( C_{rel} = (F_{wt} - F_{m})(F_{wt}^{-1}) \), or, in other words, how much less fit resistant virus is in the absence of drugs, relative to the wildtype. As will be shown later, the fitness of the wildtype with drugs is not important in the current model (although we do have to determine its value for the simulations).

If the average fitness of the viral population is larger than 1, the viral population grows exponentially until it reaches the carrying capacity \( (K) \), at which point the population stops growing and stays stable. If the average fitness of the population is below 1, the population shrinks until it reaches \( N_{LAT} / (1 - F_{wt}) \), where \( N_{LAT} \) is a fixed number of particles which is added to the population each generation. This reflects the latently infected cells in an
HIV infected patient. These latently infected cells have very long half-lifes and function as a reservoir for the HIV population. Because of these cells, the virus population does not die out, even if therapy is very successful and there is (almost) no replication.

Simulation details. Time is counted in generations. Each generation is split in 10 time-steps. At each time step, each viral particle has a probability of $1/10$ to be chosen to reproduce and die. The expected life-time of a viral particle is therefore 1 generation and this is the same for wildtype and resistant virus. All particles that are chosen to reproduce at a given time-step die and are replaced by their offspring (i.e. newly infected cells). The number of offspring is equal to $[\text{number of chosen wildtype particles}] \times [F_{wt}] + [\text{number of chosen resistant particles}] \times [F_{res}]$. If this number is smaller than 20, stochastic effects should be taken into account, so instead of using the number directly, we take a random number from the Poisson distribution with the expected number as the mean. If adding of the new offspring to the population would lead the population size to be higher than $K$, we add fewer individuals so that the population size will be exactly $K$. The new offspring can be either wildtype or resistant. It is assigned a type at random, with probability

$$\frac{[\text{number of chosen wildtype particles}] \times [F_{wt}]}{[\text{number of chosen wildtype particles}] \times [F_{wt}] + [\text{number of chosen res particles}] \times [F_{res}]}$$

to be wildtype, and resistant otherwise. This is a standard procedure (also used in [1])

The choice of 10 time-steps per generation is a compromise between the speed of simulating discrete generations and the reality of continuous replication.

Mutation occurs only from wildtype to resistant. Back-mutation to wildtype is ignored. The number of mutations in a generation depends on the (per particle and per generation) mutation rate, $\mu$, and the number of newly created infected cells, which in turn depends on fitness and population size.

**Analytical calculation of the fixation probability.** To calculate the probability that resistance mutations become established when treatment is started (either for the first time or after an interruption), there are two possibilities. When the relative cost of resistance in the absence of drugs, the fitness of the resistant virus with drugs and the viral population size are all known, we can use the theory from [1] to calculate the probability that resistance mutations from the standing genetic variation become established. Alternatively, if the number of copies of the resistant virus and the fitness of resistant virus are known, it is possible to calculate the probability that at least one of these copies will survive, in which case the population becomes resistant. For the latter, we need the probability that a single resistant mutant spreads in the population and ultimately goes to fixation, as opposed to being lost due to genetic drift. In the current model, individuals (viral particles in infected cells) will “produce” a Poisson distributed number of newly infected cells (we call these offspring). The mean number of offspring, $\lambda$, determines the probability that a lineage dies out or survives. Usually, it is assumed that the mean number of offspring of a genotype depends on its fitness relative to the mean fitness of the population. However, when a patient takes drugs, the population size of the virus will be much lower than the carrying capacity, so that there is effectively no competition between resistant and wildtype virus. The mean number of offspring, $\lambda$, therefore does not depend on the relative fitness, but simply equals the absolute fitness of the resistant virus. In 1927, Haldane [2] showed that the relationship between the mean number of offspring ($\lambda$) and the fixation probability is
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\( \lambda = -\frac{\log(1 - P_{\text{fix}})}{P_{\text{fix}}} = 1 + \frac{P_{\text{fix}}}{2} + \frac{P_{\text{fix}}^2}{3} + \frac{P_{\text{fix}}^3}{4} + \frac{P_{\text{fix}}^4}{5} + O(P_{\text{fix}}^5) \)  

Traditionally, the fixation probability is calculated using the selection coefficient, \( s_b = \frac{F_{\text{res}} - F_{\text{wt}}}{F_{\text{wt}}} \), instead of the expected number of offspring, \( \lambda \). In a population with stable population size and competition between genotypes this is fine because \( \lambda = 1 + s_b \), but in the current model, this does not hold and \( s_b \) is irrelevant.

If \( \lambda - 1 \) is small, a simple approximation for the fixation probability is:

\( P_{\text{fix}} \approx 2(\lambda - 1) \)

When \( \lambda \) is larger, Haldane’s equation needs to be solved numerically using more terms of the Taylor expansion.

Data from clinical trials. Starting standard therapy. The probability that resistance mutations from standing genetic variation become established at the start of therapy was estimated from a data set that was published in [3], see supplementary table S1 in text S2 for the raw data. The study reported the number of patients where resistance was detected in the first, second and third year of treatment, for two treatment groups and for three categories of resistance mutations. Because in each case only the first resistance mutation in a given patient was recorded, the data for the three different resistance classes could not be analyzed separately. A saturated model was fitted using R [4] after which non-significant interactions were removed. It was found that the probability that resistance mutations became established did not differ significantly between the two treatment groups (\( p=0.26 \)) and also not between year 2 and year 3 (\( p=0.78 \)). However, there was a clear difference between year 1 and the other two years (\( p < 10^{-5} \)). The average risk per year in year 2 and 3 was 3.7\%, whereas the average risk in year 1 was 9.5\%. The difference between year 1 and the other 2 years was 5.8\%, which could be due to the standing genetic variation before treatment started.

Single dose nevirapine. We searched the web of science (ISI) database for published studies on single dose nevirapine and resistance. We limited ourselves to studies that reported the fraction of women that had detectable resistance at 4 to 6 weeks postpartum using standard sequencing. An overview of the studies can be found in supplementary table S2 in text S2.

Interruption studies. Seven studies were identified that reported on clinical trials in which patients interrupted treatment multiple times for a fixed length of time (i.e., all patients in the trial were on the same schedule) and which tested genotypic resistance on plasma samples of all patients in which treatment failed (and ideally of all patients) before and after the trial. Characteristics of the seven studies can be found in supplementary table S3 in text S2. The shortest interruption length was two days and the longest 60 days. If possible, we removed patients which had evidence of resistance before the trial started. In all but one of the studies, patients were on traditional triple-drug regimens (NNRTI or PI based with two NRTIs). Only in the Staccato study some patients were on a boosted PI regimen [5]. These patients were taken out of the analysis because resistance seems to evolve much slower in regimens with boosted PI's compared to NNRTI and unboosted PI regimens [6]. In two trials, the interruptions had varying lengths [7, 8], in which case we used the mean length of the interruptions for the plot (see figure 6).
For each study, the fraction of patients \( (F) \) which did not acquire any resistance mutations during the trial was calculated. The number of treatment interruptions \( (T) \) which were relevant for the resistance data was calculated. For example, if genotypic resistance tests were done on samples that were obtained during treatment interruption 4, it was assumed that any resistance had occurred due to treatment interruption 1, 2 or 3 so that \( T = 3 \). Furthermore it was assumed that each treatment interruption \( (T_I) \) contributed equally to the probability that resistance mutations became established. The probability \( (P) \) that resistance mutations became established due to a single interruption was calculated as follows:

\[
F = (1 - P)^T \Rightarrow P = 1 - F^1/T
\]

Two of the studies also allowed for an estimation of the risk that resistance mutations became established during continuous treatment \([9, 10, 11]\). We find a rate of evolution of resistance of 4.3% and 4.8% per year (see table S3 in text S2). Using the mean of these two rates, we can estimate the probability that resistance mutations became established during the time on treatment in each of the trials and we corrected the estimated risk of an interruption by subtracting the probability that resistance mutations became established during treatment.
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