Previous algorithms for multiple signature identification used in experiments

Eight previously described methods to extract multiple signatures and compare to TIE* were used in experiments. These algorithms were executed on Intel Xeon 2.4 GHz CPUs for up to one week of single-CPU time or to produce up to 5,000 signatures (per method and dataset), whatever termination criterion was met first.

Four methods were resampling-based techniques that apply a signature extraction algorithm to bootstrap samples of the original dataset. The following signature extraction algorithms were used: (i) SVM-based recursive feature elimination (SVM-RFE) [1]; (ii) SVM-RFE with additional application of a formal statistical comparison test\(^1\) to identify the most parsimonious signature with predictivity statistically indistinguishable from the observed best one; (iii) backward wrapping based on univariate ranking of variables by Kruskal-Wallis non-parametric ANOVA \([4,5]\); and (iv) backward wrapping based on Kruskal-Wallis ANOVA with additional statistical comparison step, as in (ii). The above four methods are denoted as Resampling-SVM-RFE\(_1\), Resampling-SVM-RFE\(_2\), Resampling-Univariate\(_1\), Resampling-Univariate\(_2\), respectively.

Three other methods were representatives of stochastic variable selection algorithms. Specifically, three instantiations of KIAMB algorithm \([6]\) were used. KIAMB was applied with Fisher’s Z-test for continuous data (gene expression data) and \(G^2\) test for discrete data (artificial simulated data), parameter \(K = 0.8\), and three statistical thresholds \(\alpha = 0.01\), \(\alpha = 0.005\), and \(\alpha = 0.001\) (denoted as KIAMB\(_1\), KIAMB\(_2\), KIAMB\(_3\), respectively). The first threshold was used by the inventors of the method in the paper that introduced it \([6]\), while the latter two often lead to more parsimonious signatures without loss of predictivity based on prior experiments. A standard statistical threshold \(\alpha = 0.05\) in most cases did not lead to termination of the algorithm, that is why it was not used in this work. To make experiments computationally tractable and robust to outlier runs of KIAMB, a 10 minute time limit was imposed for a single run of the algorithm.

Finally, an Iterative Removal method \([7]\) was also applied. The implementation of this method used a signature extraction algorithm HITON-PC \([8,9]\) since it typically yields more compact signatures with predictivity comparable or better to the other gene selection methods \([8–11]\). Statistical comparison tests to compare predictivity of the signatures \([2,3]\) were also utilized.
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\(^1\) Delong’s test \([2]\) was used to compare AUC point estimates in experiments with real gene expression data where the response variable had two categories. McNemar’s test \([3]\) was used to compare accuracies in experiments with simulated data where the response variable had more than two categories and AUC measure was not applicable.


