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Abstract

Studying ion channel currents generated distally from the recording site is difficult because
of artifacts caused by poor space clamp and membrane filtering. A computational model
can quantify artifact parameters for correction by simulating the currents only if their exact
anatomical location is known. We propose that the same artifacts that confound current re-
cordings can help pinpoint the source of those currents by providing a signature of the neu-
ron’s morphology. This method can improve the recording quality of currents initiated at the
spike initiation zone (S1Z) that are often distal to the soma in invertebrate neurons. Drosoph-
ila being a valuable tool for characterizing ion currents, we estimated the SIZ location and
quantified artifacts in an identified motoneuron, aCC/MN1-Ib, by constructing a novel multi-
compartmental model. Initial simulation of the measured biophysical channel properties in
an isopotential Hodgkin-Huxley type neuron model partially replicated firing characteristics.
Adding a second distal compartment, which contained spike-generating Na* and K* cur-
rents, was sufficient to simulate aCC’s in vivo activity signature. Matching this signature
using a reconstructed morphology predicted that the SIZ is on aCC’s primary axon, 70 um
after the most distal dendritic branching point. From SIZ to soma, we observed and quanti-
fied selective morphological filtering of fast activating currents. Non-inactivating K* currents
are filtered ~ 3 times less and despite their large magnitude at the soma they could be as
distal as Na* currents. The peak of transient component (NaT) of the voltage-activated Na*
current is also filtered more than the magnitude of slower persistent component (NaP),
which can contribute to seizures. The corrected NaP/NaT ratio explains the previously ob-
served discrepancy when the same channel is expressed in different cells. In summary, we
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used an in vivo signature to estimate ion channel location and recording artifacts, which can
be applied to other neurons.

Author Summary

The study of ion channels is essential both for understanding normal brain function and
for finding drug targets to treat neurological disease. Traditional experimental techniques
remain challenging for recording ion channel currents accurately because of their loca-
tions in the neuron. Computer modeling of the three dimensional structure of neurons
can provide a correction estimate for the measurement error introduced by neuronal
membranes. To achieve this, we developed a modeling approach to localize, and correct
for, distant ion channels. We demonstrated this approach by constructing novel computer
models of an identified insect motor neuron, which provides a powerful model for study-
ing the central nervous system. Through the study of electrical activity and genetic manip-
ulations, it has been found that the persistent sodium current contributes to seizure. By
modeling three dimensional structure, we were able to predict the location of these cur-
rents in the neuron, which were more distal than expected. Localizing sodium channels al-
lowed us to predict their properties at origin, which favorably matched isolated recordings
of these channels in more compact cells. This result is important in validating the use of
heterologous compact cells to study insect sodium channels, and also demonstrates the
usefulness of the presented modeling approach for studying channel physiology

more generally.

Introduction

Space clamp errors, a major problem in neuronal recordings [1], can be estimated using model
simulations [2]. Neuron models with morphological detail have also been useful for estimating
other properties that are difficult to measure experimentally [3]. Along with space clamp arti-
facts, membrane filtering properties contribute to a neuron’s characteristic in vivo firing prop-
erties, which can also be simulated with a morphologically reconstructed model. If ion channel
biophysics can be estimated a priori, then the success of simulations requires the correct place-
ment of ion channels in the morphology. Here, we propose a simulation method for identifying
ion channel distributions that match in vivo output which, in turn, predicts in vivo channel lo-
calization. Furthermore, the ion currents in the resulting model can serve to simulate filtering
and space clamp artifacts. This is important for quantifying measurement errors when charac-
terizing ion currents for the study of normal and pathological neuronal function that is corre-
lated with neuronal morphology. We applied this method to study distally generated currents
in a motoneuron of the fruitfly Drosophila melanogaster.

Drosophila has recently emerged as a powerful model for studying neuronal physiology
through genetic screening [4] and electrophysiology of its identified neurons. Drosophila was
pivotal for characterizing ion channel biophysics and their role in neuronal function. Voltage-
gated potassium ion channels, originally discovered in Drosophila, were found to be structural-
ly and functionally homologous to those in mammals [5]. These channels were characterized
from diverse sources including generic neuron types and muscle cells maintained in culture
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[6-8], heterologous expression [9], and in growth-arrested embryonic neuroblasts [10]. Per-
haps not surprisingly, these varied approaches have resulted in inconsistent parameters for the
same channels. Computational models that incorporate average values [11], whilst of value,
probably yield unphysiological outcomes [12]. A complementary approach is to model individ-
ual identified neurons, which often differ significantly in their electrophysiological properties
[13, 14]. The recent development of in vivo electrophysiology applied to Drosophila identified
motoneurons [13, 15, 16] allowed us to characterize channels based primarily on experimental-
ly-derived data from the larval aCC motoneuron (also termed MN1-Ib). However, spatial er-
rors must be elucidated to establish that these characterizations are sufficiently accurate.

Use of the aCC motoneuron for our studies is particularly relevant because this neuron is
without doubt one of the best studied in terms of channel electrophysiology [13, 15, 17-20]. It
is also relevant for studying channelopathies, such as the role of sodium channels in seizure dis-
orders [21]. Drosophila expresses only one variant of the sodium channel (DmNa,), which is
responsible for both transient (NaT) and persistent (NaP) current components [22]. Recently,
the kinetics of this channel, in aCC, was studied in both wildtype and in genetic seizure (bang-
sensitive) mutants [23]. As a result, seizure tendency has been linked to increased NaP in sei-
zure mutants through both recordings from heterologous expressions and in vivo [20]. Howev-
er, there is a puzzling discrepancy between the ratio of NaP/NaT in the two conditions: the in
vivo ratio being much higher brought into question the correctness of heterologous expression
experiments. While more accurate recordings from heterologous expression in electrotonically
compact Xenopus oocytes could not predict firing activity changes, in vivo recordings in aCC
were also complicated by neuronal homeostatic and other compensatory mechanisms that like-
ly act to regulate firing properties to maintain consistency of spiking activity in a mutant genet-
ic background [17, 20, 24]. To isolate only the contribution of NaP, we have previously
constructed a computational neuron model from individual channel biophysics with a Hodg-
kin-Huxley type formalism [20]. Using this model, we have confirmed that increasing NaP
raises the firing rate. However, the model did not include morphological characteristics that
undoubtedly contribute to the impact of ionic conductances in this neuron. Without including
morphological detail in this neuron model, discrepancies between in vivo and heterologous ex-
pression could not be explored.

In Drosophila, single-compartment models were used to simulate neurons and study firing
properties [11, 15]. Models of Drosophila neurons were morphologically reconstructed without
active ion channels for performing passive analysis [26-28]. Using the well-studied anatomy of
aCC [29-31], we predicted the spike initiation zone (SIZ) location by computer simulation of
its reconstructed morphology. While establishing the membrane filtering properties with the
SIZ localization, we studied two aspects: (1) the dendritic distribution and density of K* chan-
nels in aCC and (2) the effect of filtering on the NaP/NaT ratio at the soma versus the SIZ.

Results

Our proposed method for making anatomical predictions requires establishing many parame-
ters of aCC’s physiological properties. Instead of determining all of these parameters in a com-
plex morphological model, we progressively constructed a series of models that each
established important properties. We started from a basic model with a single-compartment,
then moved to one with two compartments, and then moved to one with a full morphological
reconstruction. Our first step in this process was to determine biophysical properties of aCC
ion channels that replicate basic firing characteristics.
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Minimal biophysical model neuron replicates firing of larval aCC
motoneuron

To maintain faithfulness to the identity of aCC, we obtained a complete set of biophysical pa-
rameters as directly as possible using different sources: from in vivo recordings of aCC for its
slow and fast K currents; from heterologous expression of the DmNa, sodium channel for the
persistent Na™ current component, and from cultured fly neurons for having a description of
the transient Na™ current component without being subject to space clamp errors (see Methods
and Fig 1). The resulting biophysical parameters of the Hodgkin-Huxley type ion channels
were represented with voltage-dependent functions for activation, inactivation, and time con-
stant variables (Fig 1F).
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Fig 1. lonic currents modeled from identified larval aCC motoneurons. (A) Simulated voltage clamp Na* current to replicate previously published
responses by [66] recorded in cultured Drosophila motoneurons. (B) Isolated Na* current recorded under voltage clamp from a 3rd instar aCC motoneuron
was slower with large onset delays caused by poor space clamp. (C) Persistent Na* current (NaP) estimated from response to voltage ramp applied to a
Xenopus oocyte, after subtracting endogenous current (see Methods). (D) Slow (Ks) and fast (Kf) K* currents modeled from voltage clamp recordings,
simulated as a single cumulative trace (smooth lines). Together they were simulated with two voltage clamp protocols shown superimposed, one with a
preholding voltage at —10 mV (purple) to inactivate the fast component and another one preholding at —-90 mV (light blue). (E) Voltage clamp recordings in
presence of Cd* for measuring K* channel inactivation by using a 500 ms varying-level preholding voltage. Peak current plotted in the inset shows voltage-
dependence of inactivation. (F) Summary of modeled currents (also see Table 5.); voltage dependence of time constants and the gates of activation (m) and
inactivation (h). The Kf current model also included a second, slow inactivation with a time constant of 135 ms (not shown).

doi:10.1371/journal.pcbi.1004189.g001

PLOS Computational Biology | DOI:10.1371/journal.pcbi.1004189 May 15, 2015 4/26



@‘ PLOS | soMpuTaTioNAL
2 : BIOLOGY SIZ Estimation by Morphological Simulation

A

=) Kf. Ks
30 NaT leak

10 pA L

NaP

|

LD
|

o
@]
O

150 ) 150 :
N - -g- ~ /
< 100 = 100 L. 100
g 3 g
e 5 < :
2 s0 , % 50 2 50 S,
= s iso model @ = &
(V)] NENNRRNER /\\\
donon 2c-model ™ LR
0 c-mode § N 0 b
0 20 40 0 20 40 -60 -40 -20
current [pA] current [pAl avg. membrane voltage [mV]

Fig 2. Isopotential and two-compartment models compared to recordings. (A) Third instar aCC motoneuron recording (i.) in presence of 0.2 mM Cd*? to
block Ca*? channels missing from models. Voltage response to three current injection levels. Isopotential (ii.) and two-compartment (iii.) models’ voltage
responses to same current injection. (B) Recorded and simulated firing responses to current injection were similar. Firing rate was calculated as the inverse
of mean interspike interval (ISl). iso-model: isopotential model; 2c-model: two-compartment model. (C) Models also approximated aCC motoneuron delay to
first spike in response to current injection. (D) The firing rate-membrane voltage (f-V) response of only the two-compartment model qualitatively mimicked the
inter-spike voltage depolarizations that appeared for high firing rates.

doi:10.1371/journal.pcbi.1004189.9g002

Our biophysical model of aCC was primarily constructed to study action potential firing.
To keep it minimal, we omitted Ca®* and Ca>*-dependent channels because aCC continues to
generate action potentials even when Ca®" currents are blocked (Fig 2Ai). To test whether
aCC’s channels need a spatial component to replicate firing properties, we first simulated a
minimal set of biophysical channels together in a single-compartment (isopotential) model
neuron (Fig 2Aii). This model successfully mimicked aCC’s characteristic firing rate-current
(f-I) relationship (Fig 2B). It was also able to exhibit large delays for small current injections,
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which is characteristic to these motoneurons (Fig 2C). The firing rate of aCC, during a current
stimulus, is relatively stable with a coefficient of variation (CV) of 0.076 (10 pA current stimu-
lus, 16.11 pF cell capacitance, firing rate at ~ 35 Hz). The model had the same feature with a
similar CV = 0.002 (10 pA and 50 Hz). The non-zero value of the CV in the model arises from
the spike frequency adaptation characteristic caused by channel dynamics. However, this sim-
ple isopotential model neuron failed to match the observed spike amplitude and depolarized
inter-spike membrane potential in response to current injection (compare 2Ai and ii).

Modeling voltage depolarizations and spike attenuation requires a distal
compartment

Like other larval Drosophila motoneurons, aCC has a characteristic electrical response to cur-
rent injection characterized by a depolarized inter-spike membrane voltage, small spikes, and
variable delay to first spike [13]. The depolarization of the inter-spike membrane voltage cre-
ates an offset from resting that increases with level of injected current. This voltage offset and
small spikes could be explained by the series resistance between the recording electrode, placed
at the soma, and distal region with spike-generating Na" channels commonly found in inverte-
brate neurons. Lacking this spatial dimension, the isopotential model was unable to replicate
the voltage offset and small spikes (Fig 2Ai-2Aii). Changes in none of the isopotential model
parameters resulted in creating voltage offsets without pushing its input resistance to unphy-
siological values or losing the ability to maintain firing. The voltage offsets could be replicated
in the model neuron, however, when a second compartment was added (Fig 2Aiii).

In the two-compartment model neuron, fast active conductances were placed in the distal
compartment, which is consistent with aCC’s known physiology [15]. This model was able to
reach similar membrane voltage offsets in response to injected current (Fig 2D), whilst still
maintaining similar spiking rate (Fig 2B) and delay (Fig 2C) characteristics. Two-compartment
models have been successfully used for modeling other invertebrate neurons [32, 33], and simi-
larly here, it hinted that an important role in determining response properties is played by
channel placement and morphology. However, because of its simplicity, this model only pro-
vided a rough estimate of ion channel placement. Although multicompartmental models at in-
termediate levels of complexity could be employed [34, 35], making an anatomical prediction
of the SIZ location required a fully reconstructed morphology.

Using a reconstructed morphology to study ion channel localization

The exact location of distal active currents predicted by the two-compartment model on aCC’s
anatomical morphology and the effect this has on the observed channel currents are unknown.
The aCC anatomy consists of two dendritic arbors, the smaller of which crosses the midline
[36]. By contrast, the larger primary neurite (axon) exits the nerve cord ipsilaterally to enter
the muscle field (marked by empty arrow in Fig 3A) and projects through the intersegmental
nerve to dorsal body wall muscle (DA1). It is known that larval aCC contains TTX-sensitive
Na™ channels and that these channels are essential for action potential generation [15]. The dis-
tribution of Na* channels and location of the SIZ in aCC are unknown. To simulate possible lo-
calizations, we used a reconstructed morphology of a 3rd instar aCC motoneuron derived from
confocal microscope image stacks [31] and developed an electrical model (Fig 3B). The mor-
phological reconstruction was limited to the two dendritic arbors, and did not contain the com-
plete extent of the axon (which can be relatively long, see Fig 3A). Properties of different
anatomical sections in this morphology were calculated (Table 1).

Passive parameters of the model were obtained by fitting responses of the morphological
model to electrophysiological recordings of hyperpolarizing current steps (see Methods). We
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Fig 3. Morphological reconstruction of the 3rd instar aCC motoneuron. (A) Schematic muscle
projections of aCC motoneurons based on their location in the nerve cord segment. (B) Stack of microscope
images was reconstructed using Amira software (Visage Imaging GmbH, Berlin, Germany) and then
imported into the Neuron simulator [72]. The rightmost schema indicates the major morphological
components in an idealized depiction. “ext. axon” indicates the missing extended axon from the
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reconstruction (not drawn to scale). (C) Equivalent circuit of the measured passive properties including an
electrode model for voltage clamp. (D) Passive response to voltage-clamp step to —90 mV from a holding
potential of -60 mV is simulated in Neuron with the fitted parameters (see Table 2).

doi:10.1371/journal.pcbi.1004189.9g003

Table 1. Morphological statistics of example aCC motoneuron, divided into sections.

Section

Soma
Axon

Ipsilateral dendrite (w/o axon)

Contralateral dendrite
Extended axon
Total

L [um] Diam. [um] Area [um?] R; [MQ] cm [pFI]
6.98 5.50 120.56 0.06 0.60
37.61 1.14 134.11 7.46 0.67
959.10 0.76 2292.49 423.27 11.46
365.99 0.72 837.85 176.09 4.18
570.00 0.71 1275.49 1556.01 12.75
1939.68 N/A 4660.50 N/A 29.66

L, total length of section branches; Diam., length-weighted equivalent diameter of section; Area, surface area, R;, resistance of from beginning to middle of
section; ¢, total maximal capacitance of section (does not consider decay of voltage).

doi:10.1371/journal.pcbi.1004189.t001

developed a method to compensate for measurement artifacts that occur in recordings of these
motoneurons because of their high input resistance, which cannot be automatically compen-
sated [7, 13, 18, 19, 37]. To include the dynamical artifacts resulting from these errors, we mod-
eled the passive electrode properties as an additional compartment in our morphological
model (Fig 3C). All passive parameters of this model, including the electrode parameters, were
fitted to recordings (Fig 3D and Table 2). The passive morphology cable parameters we derived
were similar to those reported in Drosophila central neurons (see Table 1 in [26]). Establishing
the passive electrical properties allowed study of the signal propagation in the morphology
with particular reference to distally-generated currents.

Passive morphology is electrotonically compact, but also a strong low-
pass filter

The theory of passive membranes is well understood, especially for regular morphological
structures (for a summary, see [38]). For a more complex morphology such as ours, quantify-
ing passive properties requires simulation. A current of 50 pA injected under current-clamp in
vivo (into 3rd instar aCC with 16 pF) results in fast spiking (see Fig 2A1). However, we cannot

Table 2. Morphology passive parameters fitted to 3rd instar aCC responses to passive voltage clamp
protocol recordings (n = 5).

Parameter MeanzSE
R.[Q - cm] 212.47+3.69
Crm [uF/cm?] 0.7740.02
Jieak [US/cm?] 37.96+4.38
gseal [NS] 0.20£0.03
Ce [PF] 1.28+0.24
Re [MQ] 41.47+3.88

doi:10.1371/journal.pcbi.1004189.t002
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reliably measure the voltage distribution it causes across the entire dendritic morphology,
which would affect activation of ionic currents. Morphological properties would dictate the ex-
tent to which dendritic inputs (i.e., synaptic inputs), originating from those locations, would in-
fluence the soma [39]. Therefore, we simulated the same somatic current injection and studied
voltage distribution in the largest part of the reconstructed morphology, the ipsilateral dendrit-
ic arbor (Fig 4A). As a result, most of the dendritic arbor reached the same voltage: there was
less than 5 mV of difference across the whole arbor (Fig 4B). It is known that attenuation in the
reverse direction may not be the same and it was recently found that asymmetric signal attenu-
ation in morphologies is important for excitability [18]. However, in our model, stimulus in-
jected into dendrites caused a depolarization that reached the soma without significant
attenuation (Table 3). Neuronal membranes act as low-pass filters [38], and aCC has a distinc-
tively slow time course, which is the result of a combination of its membrane area, branching,
and internal resistivity parameters. When injecting at the soma (also see recorded responses in
Fig 2Ai), distal voltages peaked after ~ 50 ms. Therefore, somatic responses were strongly at-
tenuated by the low-pass filter (Fig 4C), whereas dendritic inputs were slightly less attenuated
at high input frequencies (Table 3). This asymmetry was expected from previous work [38].

Somatic recordings of dendritic inputs, and likewise ionic currents, would be subjected to
filtering based on the current’s origin. A larger distance on a low-pass membrane would in-
crease the strength of filtering [38]. To quantify the amount of filtering, we simulated ion chan-
nel-like current sources at different spatial locations. The soma was voltage clamped at —60
mV (Fig 4D) to observe the clamp current (Fig 4E) and decay of distal voltage changes (Fig
4F). As a first approximation, ion current-like sources were modeled with an exponentially de-
caying stimulus of 2 nA magnitude and 2 ms time constant, which were injected at locations
on the primary neurite (marked with thick lines in Fig 4D). The current was most strongly at-
tenuated when its injection point was moved from the soma to the compartment after the first
dendritic branching point (Fig 4E), consistent with effects of branching in cylindrical compart-
ments [38]. When current injection was fixed at this distance, it was sufficient for several distal
locations of the neuron to escape from voltage clamp (Fig 4F). As the current source was
moved further distally, the rate of attenuation diminished (Fig 4E). This suggests that branch-
ing of the ipsilateral dendritic arbor creates strong filtering points at very short distances from
the soma of aCC. The low-pass filtering properties of the morphology would also selectively at-
tenuate high frequency activity, such as currents from faster channels, which would also affect
our estimates of their locations.

Fast, Na*-like, currents are attenuated more than slow, K*-like, currents

In larval Drosophila motoneurons, the magnitude of K currents can be up to ten-fold larger
than Na* currents when recorded at the soma [15], and in third instar aCC motoneurons, we
show that this represents a three-fold difference (compare Fig 1B to Fig 1D). Partly because of
this difference, Na* currents are presumed to originate more distally than K" currents. Howev-
er, the magnitudes of these currents at their origin are unknown. Using the present model, we
asked whether the observed magnitude difference can be explained by aCC’s morphological fil-
tering. With any low-pass filter, a larger attenuation would be observed for high frequency sig-
nals (e.g., fast Na™ currents) than for low frequency signals (e.g., slow K* currents) [38]. To
quantify how filtering might affect current magnitudes, we simulated the same model setup
where the soma is voltage clamped and an artificial current source is injected to the primary
neurite (Fig 4D). However, this time we tested currents of different activation speeds by chang-
ing the time constant of the decaying exponential signal. As a result, we found that the peak of
fast currents, like the transient Na* (NaT) current, with a time constant of 7 = 0.3 ms was

PLOS Computational Biology | DOI:10.1371/journal.pcbi.1004189 May 15, 2015 9/26
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Fig 4. Simulations of the passive morphology showed its compactness and filtering properties. (A) Simulation setup for the ipsilateral dendritic field of
the reconstructed morphology (thick line is the primary neurite), where a 50 pA current clamp (CC) stimulus was applied at the model electrode compartment.
(B) Voltage across model morphology locations marked in panel A in response to the current stimulus. (C) Electrotonic structure of the morphology
compared at different stimulus frequencies. Lambda scale bar shows one length constant, at which voltage changes to about 37% of its initial value. For a
step input (0 Hz), the length constant was several times larger than the arbor size, meaning voltages will travel across the arbor unimpeded. At a higher input
frequency of 100 Hz, the span across the morphology was larger than one electrotonic length. (D) lonic-like currents were simulated on the passive
morphology by varying current injection location and responses were recorded holding the soma in voltage clamp at -60 mV. (E) Voltage clamp current
evoked in response to exponentially decaying stimulus of 2 nA magnitude and 2 ms time constant injected at six locations in panel A starting at the electrode,
and numbered in aguamarine as they went distally. (F) When same stimulus is injected at middle of compartment axon (prox), compartments far from the
electrode escaped from the voltage clamp to various degrees. (G) By varying the time-constant of the same exponentially decaying stimulus applied to a
fixed location axon (prox) in simulated morphology, we showed that the membrane response is filtered dependent on frequency. Dashed gray line shows the
fastest (r = 0.3 ms) current stimulus applied distally.

doi:10.1371/journal.pcbi.1004189.9004
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Table 3. Symmetry of voltage attenuation in the morphology.

0 Hz 100 Hz
Measured at: elec distal elec distal
dend1 0.95 0.93 0.70 0.65
dend2 0.90 0.92 0.51 0.64
contra tip 0.85 0.95 0.37 0.78
Sz 0.83 0.65 0.10 0.33

Each row indicates a morphological location for which we simulated the ratio of voltage amplitude at
measurement site over voltage at current injection site for two conditions: injecting distally and measuring
at somatic electrode (elec), and injecting at the electrode and measuring distally (distal). Experiments were
repeated for direct current (DC, 0 Hz) and high frequency (sinusoidal, 100 Hz) stimuli. In addition to the two
dendritic locations (dend1 & 2) in the ipsilateral arbor shown in Fig 4A, we also tested the distal-most tip of
the contralateral dendritic arbor (contra tip) and the spike initiation zone (SIZ—see Fig 6D).

doi:10.1371/journal.pcbi.1004189.t003

attenuated about 3-4 times more than a slow Ks-like current signal with 7= 10 ms (Fig 4G).
This suggests that the three-fold difference observed in aCC between these currents can be
completely accounted for by filtering. This result has a direct consequence for the presumed lo-
cation of the currents. If some, or all, of the measured differences in current magnitudes in the
soma are because of filtering, Ks currents may be originating further than previously assumed,
but filtered less. To confirm these results, we simulated possible Ks current localization using a
more realistic current source by simulating the Hodgkin-Huxley type Ks current we modeled
earlier from biophysical parameters.

Delayed rectifier Ks channels cannot be highly expressed near the soma

Our two-compartment model suggests that electrophysiological features of aCC can be mim-
icked when Ks currents are localized together with NaT currents at a distal SIZ. But Ks current
was also observed close to the soma in invertebrate systems [41] and in the dissociated somata
of larval motoneurons (R. Baines, unpublished data). The presence of Ks currents can be de-
tected because they reduce the observed cell impedance that affects voltage clamp quality [2,
42]. Therefore, we simulated somatic voltage-clamp to investigate the localization of biophysi-
cally-accurate Ks channels (see Fig 1D and Methods), in three different distributions over the
morphology (Fig 5).

We tested the effect of Ks current on space clamp by voltage clamping the soma to 0 mV,
much above the resting membrane potential. Based on our two-compartment model (see Fig 2
and Methods), a Ks conductance (gxs) of 700 nS or more is necessary to generate realistic spik-
ing. If a total of gi, = 1uS was uniformly distributed over the morphology, we found that space
clamp was limited to near the soma (Fig 5Ai). This outcome is unrealistic because it would pre-
vent voltage clamping any distal SIZ (e.g., experiments shown in Fig 1) and also abolished the
characteristic voltage offset seen in current injection experiments. Therefore gy near the soma
must be lower, but how low must it be?

Ks currents near the recording site at the soma can also be detected in current clamp [42]:
observed input conductance would increase at holding potentials above —30 mV where Ks con-
ductances activate (see Fig 1F). In this model configuration (Fig 5Ai), the input conductance
increased from 1.42 nS at —60 mV to 12.50 nS at —30 mV. Contrast this ~ 10 nS increase with
example current injection experiments from aCC and another similar motoneuron, RP2,
which showed much smaller (~ 1 nS) increases in input conductance (Fig 5B). When a uni-
form distribution of this reduced observed Ks density was simulated, space clamp was able to
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Fig 5. Simulated and observed evidence for delayed rectifier Ks channel activity and distribution. (A) Simulating voltage clamp (VC) to 0 mV at the
soma and observing voltage distribution over the morphology reflected effects of different Ks channel distributions, whose locations were indicated with red
on the schematic in the insets. i. When a large Ks channel density of Gks = 30 mS/cm? was applied uniformly to the cell (total gks ~ 1S, slightly larger than
the two-compartment model total gs = 700 nS), VC affected only the soma. ii. The voltage could spread through the rest of the cell only when Ks density was
reduced by three orders of magnitude, to Gks = 30 uS/cm? (total gs ~ 1 nS). iii. Expression of an even higher density of Gks = 90 mS/cm? in only the most
distal 8 main neurite compartments (over an area of 43.37 um?, giving a total gks = 390.33 nS), while keeping the Ks level in the rest of the cell same as in
Panel ii, confined voltage clamp to the soma and contralateral neurites. (B) Current clamp recordings, in the presence of Cd®* as before, hinted at low
somatic Ks density in example larval motoneurons. Mean and standard error of voltage change with input current (I-V curve) between aCC and RP2
motoneurons were similar (top). Slopes of the individual data points in the |-V curves (showing input conductance) were also similar (bottom; using markers
instead of lines). The input conductance at the soma only increased by about 1 nS in the presumed Ks activation voltage range.

doi:10.1371/journal.pcbi.1004189.9005

reach more distal locations of the morphology (Fig 5Aii), and the model input conductance
measured at —30 mV was also reduced to 1.25 nS. But such low Ks density alone cannot sup-
port the observed firing activity of aCC. The SIZ must have a high Ks density co-localized with
NaT currents, which can be simulated by placing Ks channels at the distal tip of the primary
neurite in high density, and low-density in the rest of the model. This rescued the voltage
clamp at the soma and in the contralateral dendritic tree, but not in the ipsilateral dendritic
tree and distal neurite (Fig 5Aiii). The model had an input conductance of 3.33 nS at —-30 mV,
which is close to the observed peak input conductance of ~ 2 nS (Fig 5B). This scenario is also
consistent with our prediction that observed high levels of Ks currents can be misleading be-
cause of filtering, and that this current probably originates from distal locations similar to NaT
currents. Next, we investigated the exact localization of the SIZ by simulating spiking activity.

Model predicted Na*-K" channels to be surprisingly far from the soma

To determine the SIZ location, we determined which placements of high-density, spike-gener-
ating, Na*/K" channels would yield the current clamp response observed at the soma. To this
end, we tested the effect of placing NaT/Ks channels (see Table 4 for conductance densities) in
different regions of the reconstructed morphology (Fig 6A-6C) and simulated neuron response
to current clamp stimulation (Fig 6F-6H).
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Table 4. Other parameters varied to obtain realistic firing activity from morphological models with different NaT-Ks channel distributions.

Na-K channels ks [mS/cm?] gnat [MS/em?] Inap [uS/cm?] Gieak [US/cm?] Gleak, elec [HS/cM?]
All 55 30 0.1 3.28 x 1072 627
Ipsilateral dendrite 55 30 0.1 3.28 x 1072 627
Recon. axon only 400 180 0.1 3.28 x 1072 627
Recon. axon last seg. 3,000 1,000 0.5 3.28 x 1072 627
70 um into ext. axon 850 240 110 1 777

Recon: reconstructed; elec: electrode.

doi:10.1371/journal.pcbi.1004189.t004

Similar to the isopotential model (Fig 2), placing the NaT/Ks channels throughout the mor-
phology (Fig 6A) resulted in spikes that are taller than the observed 10 mV magnitude under in
vivo conditions (Fig 6F). Placing channels further away from the soma progressively reduced
spike height, similar to recorded responses. However, observed values were not matched in the
simulated voltage offset. Even our most distal placement on the reconstructed morphology (Fig
6C) resulted in large spikes and small voltage offsets (Fig 6H).

The unreconstructed part of the aCC axon in the 3rd instar extends a variable distance
(from 100 pm to 1 mm) based on body segment in which it is located (Fig 3A). To mimic this,
we added to the morphology an axon compartment with proximal and distal sections with di-
ameters of 0.8 and 0.7 pm, respectively. The lengths of these two sections were variable and
only the distal section contained the NaT/Ks channels and a leak parameter of gjeax, ext =
120 pS/cm”, which allowed us to test placement of channels at different distances from the
soma. A recapitulation of spike amplitude and voltage offset, to in vivo response, (Fig 6]) was
generated by setting the proximal segment to 70 um (Fig 6D). Although the length of the distal
compartment was set at 500 pm in this instance, its exact value did not significantly affect the
results (tested lengths 200 um, 400 pm and 800 um). Instead, the distance from the soma was
critical for spike amplitude and offset: placing NaT/Ks channels further than 70 pum resulted in
smaller spike amplitudes and larger voltage offsets. These results are summarized by compar-
ing voltage offset (Fig 6K) and spike amplitude (Fig 6L) across the different placement scenari-
os of the NaT/Ks channels. The predicted SIZ location is no surprise considering the large
voltage attenuation (10%) we observed in the passive morphology when a high frequency cur-
rent (representative of spike currents) was injected at the SIZ location and measured at the so-
matic electrode (Table 3). However, physiologically this was unexpected because, based
previous on experiments [15], the SIZ of insect neurons is proposed to be located on the main
neurite just distal to where it exits the neuropil (filled arrow in Fig 3A). Our prediction places
the SIZ much further distal, at about where the primary neurite exits the nerve cord and enters
the periphery towards the muscle field (empty arrow in Fig 3A).

We did not attempt to find a precise match for the delay responses in this exercise: delays
were not dependent on SIZ distance and could be obtained with an isopotential model by pro-
viding the right current injection value (see Fig 2C). To compare different channel distribu-
tions, channel density, kinetics, and voltage-dependence parameters were adjusted to bring the
model neuron into the spiking regime in each scenario (Table 4). However, these adjustments
alone were insufficient to match the voltage offset or spike amplitude features, which were pri-
marily controlled by the anatomical parameters. A prediction of the location of the SIZ and
therefore NaT channels is important because changes in different features of sodium currents
are implicated in Drosophila seizure mutants [19, 20]. Having established the approximate
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Fig 6. Different distributions of NaT/Ks channels on the constructed morphology predicted SIZ location that can reproduce firing activity
characteristics. (A-C) Skeletal model reconstructions showing high density of NaT/Ks channels in red. (D) Axon extension with NaT/Ks channels placed on
the distal segment. (F-l) Simulated responses to the three-step current clamp of each model corresponding to channel distributions in panels A-D. (E, J)
Morphology and recorded responses of aCC to same input current levels, repeated from Fig 2Ai for comparison. Change of voltage offset (K) and spike
amplitude (L) with current injection compared between the NaT/Ks placements in (A-D) and the biological recording (aCC w/ Cd*).

doi:10.1371/journal.pcbi.1004189.9006

location of the SIZ with reasonable confidence, we addressed the extent to which distally-gen-
erated sodium currents are distorted when they are recorded at the soma.

Transient Na* current filtering explains difference observed in
heterologous expression

We have shown above that with a distal SIZ, the fast NaT current is filtered more than slower
currents like Ks and the similarly non-inactivating NaP. A heavily-filtered (i.e., diminishing)
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Fig 7. NaT sodium current component was filtered more than NaP in the simulated morphology. (A) Total axial sodium currents (top) recorded at
several color-coded locations on the main neurite (axon) in response to voltage clamp. Voltage traces of the selected locations (bottom) showed that the
quality of voltage clamp weakens distally. Model NaP (B) and NaT (C) current components recorded where they originated in the extended axon SIZ
segment for in the original model (black), in models where the NaT (green) or NaP (blue) component was increased 5-fold. (D) Clamp currents recorded at
the soma for the same three conditions and in a model where the SIZ was 20 pm closer to the soma (50 pm).

doi:10.1371/journal.pcbi.1004189.9007

NaT propagating to the soma would increase the observed NaP/NaT ratio, which may explain
the unusually high NaP/NaT ratio recorded from larval motoneuron somata, with an average
of 20% in wildtype flies [19]. In contrast, when DmNa, is heterologously expressed in more
compact cells, such as in Xenopus laevis oocytes, the largest NaP/NaT ratio observed was only
9.5% [22]. This two-fold difference between recordings of the same channel in different sys-
tems may be caused by the different morphologies of the two host cells. To test this hypothesis,
we used the present model to simulate the effect of morphological location on Na*

current components.

By simulating voltage clamp in our model, with the protocol used in previous sodium cur-
rent recordings (Fig 1B), we confirmed that sodium currents generated at the SIZ are heavily
filtered and therefore the apparent NaP/NaT ratio is increased as the current waveform propa-
gates to the recording site at the soma (Fig 7A). In this simulation, there was a considerable de-
crease in the NaT peak amplitude, and therefore the NaP/NaT ratio at the SIZ was 55pA/
230pA = 23%, while at the soma it increased to 65pA/145pA = 44%: a two-fold increase similar
to that found between heterologous and endogenous recordings. However, this model was un-
able to replicate the experimentally observed endogenous NaP/NaT ratio of 20% with any com-
bination of NaT and NaP conductance values. These simulations also revealed a result that is
inconsistent with passive attenuation expected from filtering: at the soma, instead of being re-
duced, the apparent NaP was increased from 55 to 65 pA (Fig 7A).

To investigate the reason underlying the unexpected increase of NaP, we simulated the
change in the total sodium currents under isolated conditions. First, we confirmed that when
either the NaT or NaP conductance was increased 5-fold independently at the SIZ, a corre-
sponding increase was observed at the soma in respective components (local measurements in
Fig 7B and 7C respectively labeled as “5x NaT” and “5x NaP” in Fig 7D). These independent
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NaP and NaT manipulations were strong enough to increase excitability in a silent model, by
causing it to reach firing rates of 136 and 181 Hz, respectively. Although small, an increase in
somatic NaP current was observed with independent manipulation of NaT. However, somatic
NaP remained unaffected when the model SIZ was moved 20 pm closer to the soma (marked
with “50 um” distance in Fig 7D), which resulted in as much increase of NaT at the soma as the
five-fold increase of NaT at the SIZ. Another possibility of how NaT contributes to NaP is
through its window current that results from incomplete inactivation in a small range of mem-
brane potentials. Although the applied holding potential at the soma was —25 mV, the SIZ es-
caped from voltage clamp and reached —10 mV (at filled arrow in Fig 7A). At this membrane
potential, the NaT conductance is almost completely inactivated and unlikely to result in any
significant current (see Fig 1F). Thus, we conclude that the increase in NaP must be caused by
filtering of the larger current in the NaT manipulation. In summary, we showed that the in-
creased NaP/NaT observation in vivo could be attributed to membrane filtering attenuation of
the NaT peak current. This is the result of the distal morphological location of the SIZ, which
would be lacking when DmNa, is heterologous expressed in oocytes.

Discussion

The fruitfly, Drosophila melanogaster, provides a powerful model system for understanding the
role of ion channels in both the development and function of the CNS. More recently, it has
been successfully exploited to understand the connection of ion channels with many human
neurological diseases. However, interrogation of ion channel function using traditional
electrophysiological techniques, whilst possible, remains challenging in this insect because of
the distal localization of spiking currents. Computational modeling provides a viable comple-
ment for this and many other applications, but is presently limited by a lack of complete mod-
els of identified neurons [11, 25, 26]. Here, we construct a model of an identified larval
motoneuron—aCC—to demonstrate an approach to study distally-located ion channels. This
approach consists of several steps: (1) Initial estimation of ion channel biophysics in space
clamped structures (e.g., heterologous expression, or earlier developmental stages), (2) Con-
structing a detailed neuron model with these ion channels by using in vivo firing characteristics
as a morphological signature to estimate location and distribution of channels (i.e., distal
spike-generating currents), (3) Using the final model to estimate individual ion current contri-
butions to firing activity and to quantify parameters of membrane artifacts on isolated channel
recordings. We present several models of increasing complexity that are suitable to make these
neurophysiological predictions. By modeling the likely distribution of active conductances, we
surprisingly find that the SIZ is located very distally from the cell soma, at a point along the pri-
mary axon as it leaves the CNS to enter the muscle field. This extended physical distance, to-
gether with the dendritic branch points on the primary neurite, create the electrotonic distance
and axial resistance that match aCC’s in vivo output. The membrane between the SIZ and
soma strongly filters currents with fast activation kinetics and provides an explanation for the
unusually high persistent to transient Na* channel component ratio observed at the soma [19]
compared to when the same Na* channels are expressed in more compact cells; e.g., in Xenopus
oocytes [22]. In addition, we predict that K* channels are likely to be low density in most of the
neuronal structure except where co-localized with sodium channels at the SIZ. These model
predictions aid correcting for recording errors of both Na* and K* channel currents from in
vivo recordings and guide future experiments to confirm their true locations. Furthermore, the
method proposed in this paper to estimate location and accuracy of ionic current recordings is
general and can be applied to any neuron as long as reasonable estimates of channel biophysics,
in vivo spiking, and morphological details are known. In particular, our prediction that spiking
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currents are strongly low-pass filtered applies to other invertebrate neurons with distal SIZ like
those found in Aplysia [43], crab [44] and leech [34].

Semi-automated tuning of aCC channel biophysics and model
parameters

In this study, we focused on aCC motoneurons from abdominal segments 2-4, although slight
segmental differences exist [45]. When the channels we characterized were simulated together
in the isopotential model, the model matched aCC’s observed firing rate and delay properties,
which validated the accuracy of the estimated channel biophysics. We only included essential
spiking currents in this model for simplicity. These were transient (NaT) and persistent (NaP)
Na", and transient (fast, Kf) and non-inactivating (slow, Ks) K* currents. The Ks current (likely
Shab) that we characterized activated at higher potentials (see Methods; effective V;,, = ~ 20
mV) than non-inactivating K" channels found in the adult Drosophila MN5 identified moto-
neuron [27], which suggested that larval and adult motoneurons have different channel prop-
erties. We did not characterize Ca®* currents in aCC—although some biophysical data existed
[15, 18], it was insufficient to characterize Ca®*-dependent K* (CaK) currents. CaK channels
are important because they generate large outward currents dependent on calcium influx
caused by Ca®* channels. When Ca®* currents were blocked using Cd**, aCC motoneurons
still fire action potentials, but the lack of Ca®" currents may have other impacts on the results
presented here. In particular, our prediction that the somatodendritic regions have small out-
ward currents (i.e., Ks), also likely includes CaK currents. As expected from control experi-
ments with Ca** currents, the firing rate properties of the model aCC would likely change if
large CaK currents were co-localized with spiking currents. Adding these currents into the
model will be important before simulating synaptic inputs onto the dendrites and may affect
our estimate of SIZ location.

Consistent with the current magnitudes observed in aCC, the spiking mechanism in the
model required larger Ks currents than NaT currents. This is unusual compared to several
other invertebrate neuron models that have smaller K* currents than Na™ currents [46, 47].
Since the ratio of these currents in the present models affects our results about channel distri-
butions over the morphology, a more thorough exploration of the parameter space must be un-
dertaken in the future. In the current state of the art, model parameter tuning is automated to
produce a set of models, often called “ensemble of models”, which can then be taken to further
analysis [48-50]. In contrast, the parameters in the three models presented here were obtained
by a semi-automated hand-tuning procedure. One reason for this is the difference in the organ-
ism modeled: as opposed to specimens collected from the wild that may have large variations
in neurophysiological properties [51, 52], Drosophila larvae used in this study are isogenetic,
being bred from the same Canton-S wildtype genetic background, and therefore we might ex-
pect the motoneurons of these flies to have less variable channel conductances. A technical rea-
son for not employing an ensemble model parameter search was the lack of an existing
canonical model of aCC. A canonical model is often established through hand-tuning and re-
duces the parameter space to be explored for generating ensembles (e.g., by only varying maxi-
mal conductance density parameters around it). For building a canonical aCC model,
biophysical properties of ionic currents had to be characterized, which resulted in our model
having many more parameters than can be efficiently searched using automated methods.
Without proper analysis and tuning of biophysical parameters, a conductance-space ensemble
modeling effort would be premature. Therefore, semi-automated methods were used to deter-
mine some of the biophysical and morphological parameters (see Methods). Hand-tuning was
used to establish the maximal conductance parameters to introduce the baseline canonical
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models of aCC. Having reduced the size of the parameter search space, these models open the
way for applying ensemble neuron modeling methods to study robustness of the models’ be-
haviors to changes in parameters for neuron morphology, channel conductances, and biophys-
ics. Furthermore, this canonical model’s parameters can be refined to match recordings from
individual aCC motoneurons.

Predicted spike initiation zone with high-density Na* and K* channels

Mammalian neurons are known, in some instances, to utilize active currents throughout their
structure to aid signal transmission from distal dendritic tips [53]. However, our prediction of
a compact morphology may explain why active amplification is only needed at significant dis-
tances from the soma in some invertebrate neurons. In some of these neurons, spikes are gener-
ated as far as several centimeters away from the soma [44]. Somatic and proximal regions of
these neurons are often represented as either passive structures, or at least, without spiking cur-
rents [32]. Electrotonic compactness of our aCC model also results from its passive morpho-
logical parameters together with a low density of non-inactivating K* currents in its proximal
dendritic fields, allowing even the most distal dendritic inputs to reach the soma and reach part
of the primary neurite, where we predict that the SIZ starts. However, the electrotonic distance
was much larger for high frequency (100Hz, representative of spiking activity) stimuli, and it
was the primary reason for the amplitude attenuation that occurred when spikes generated at
the predicted SIZ location were observed at the soma. Our model SIZ region extends to the dis-
tal tip of the axon and channels are distributed homogeneously. The axon initial segment (AIS)
characterized in mammals is shorter and contains a high density of Na* channels, located
more proximal than myelinated sections [54] where lower channel densities are sufficient for
spike propagation. Consistent with the possibility of a shorter SIZ, simulations varying our
model aCC’s SIZ length did not affect its predicted starting point. We predict it starts close to
the root of the intersegmental nerve, where glia-sheathed nerve bundles (fascicles) start [55]
that aid spike propagation, similar to myelin in mammals.

We predict that the SIZ starts 70 pm distal to the last branch point in our model aCC neu-
ron. Elsewhere, in Drosophila mushroom body neurons, anatomical markers identified an AIS-
like section on the primary neurite [56]. This region started about 25 um away from the last
dendritic branch point on the axon and was about 15 pum long. In terms of channel expression,
a SIZ was also characterized in the adult Drosophila MN5 motoneuron [57]. Using an antibody,
Na™ channel clustering was observed at about 100 um distance from the soma along the prima-
ry neurite, consistent with our own prediction. The location of the SIZ on adult MN5 was
about 10 um distal to the last dendritic branch point, shorter than the prediction in our larval
aCC model. However, the distance of the SIZ from the soma cannot be directly compared be-
tween MN5 and aCC because of differences in developmental stage and motoneuron type. In
aCC, our modeling technique made a very precise prediction of SIZ localization. This predic-
tion can be tested by future experiments using antibody labeling of DmNa, channels (as in
[57]), or with genetic modifications that affect anchoring of those channels at the SIZ. Any ex-
periment modifying to the shape of DmNa, currents and measuring them at the soma would
also be a test of the modeling predictions. In fairness, several factors may challenge our predic-
tion and influence the true location of the SIZ. Estimating spatial properties and channel bio-
physics are co-dependent, which makes their estimation a chicken-egg problem. Furthermore,
channels, activity, and morphology were collected from different preparations with slightly
varying conditions. These conditions can be studied further using automated parameter search
methods and constructing ensembles of models as suggested above.
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Finally, localizing the aCC SIZ allowed us to more realistically estimate the true appearance
of ionic currents at their source. Even though space clamp errors and membrane filtering prop-
erties are known [38] and established in neuronal recordings, their effects are often not quanti-
fied [1, 2]. The method we propose here is general and can be applied to any neuron, with the
provision that good estimates of channel biophysics are first measured. If there is no good ini-
tial estimate of the biophysics, one can potentially iterate through estimates of the biophysics
and morphological tuning to reach a steady state. Having established the SIZ for aCC, it was es-
pecially important to understand whether the differences in recordings from highly varying
spatial configurations of endogenously versus heterologously expressed DmNa, channels were
caused by the same underlying sodium current. It is often possible that additional proteins or
subunits must be expressed to ensure faithfulness of heterologous expression [58]. Our results
affirm that the difference is likely caused by filtering in the intact neuron as opposed to com-
pact oocytes and that it is highly likely that both organisms are expressing the identical current.
This is important in supporting Xenopus oocytes as an expression system for studying Dro-
sophila DmNa, channels. Our model was unable to replicate the exact endogenous NaP/NaT
ratio observed in aCC, which points to a limitation of the current model construction. We sus-
pect that this may be caused by space clamp artifacts and related to leak subtraction as these pa-
rameters affected the NaP/NaT ratio as well.

By constructing a morphological motoneuron model, with essential ion channel biophysics
and distribution, we pave the way for predicting and testing genetic manipulations of ion chan-
nels with much better accuracy, which are an integral part of the study of Drosophila neuronal
circuits. Recent advances at the macro level succeeded at automated reconstruction of these cir-
cuits [59, 60] and complete locomotion models [61]. Both necessitate our approach of specify-
ing active electrical properties. Our prediction of the SIZ location in the presented model is a
critical step in enabling us to address future questions about the effect of both distal and proxi-
mally generated currents. As our model is one of the few attempts for modeling morphological
structure together with ion channel distribution of an invertebrate neuron (e.g., see [34, 62]), it
can also be used as a good example of why these models can be useful. Our canonical aCC
model can also be adapted to other similar Drosophila and other insect motoneurons [13], and
even maybe to other invertebrate neurons as well based on the common features such as bipo-
lar dendritic structure, soma as an offshoot of the main neurite, and distal SIZ. The model pro-
vides a new tool to address fundamental issues in neuronal function such as how excitability
changes with channel regulation and modulation, and how distributions of dendritic channels
affect synaptic integration. These issues can be addressed with the model by executing a vast
number of simulations to exhaustively scan available channel and morphological parameter
combinations that would complement and guide biological experiments, which are much more
difficult and time consuming to execute.

Methods
Electrophysiology

Whole cell voltage- and current-clamp recordings were made from Canton-S wildtype Dro-
sophila larvae as previously described [19, 63]. To measure biophysical channel properties, var-
ious ionic currents were isolated by chemical block using combinations of tetrodotoxin (TTX),
tetraethylammonium chloride (TEA), and 4-aminopyridine (4-AP). Larvae were dissected dif-
ferently based on developmental stage [15, 64, 65]. Xenopus laevis oocytes were used for heter-
ologous expression of sodium channel constructs and recorded from with two-electrode
voltage clamp method as described in [22].
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Table 5. Channel biophysical parameters of Hodgkin-Huxley type models.

Current
NaT

NaP
Ks

Kf

A =4 W

4

-29.13

—48.77
-12.85

-17.55

Activation Inactivation
Kmn(mV) Tm(ms) V%‘h(mV) kp(mV) Th(MS)
-8.92 0.13 + 3.43/ (1 + exp () 47 5 0.36 + exp(“25317)
-3.68 1 - - -
-19.91 2.03 4 1.96/ (1 + exp(=5™)) - - -
-7.27 1.94 +2.66/ (1 + exp(‘==L)) —45 6 1.79 + 515.8/ (1 + exp (‘i)

The isopotential model’s channel parameters were previously published [20] and differ from there only slightly in NaT current time constant functions and
voltage dependence of inactivation.

doi:10.1371/journal.pcbi.1004189.t005

Model channel parameters
Channel currents were formalized using Hodgkin-Huxley (HH) type equations in the form of:

I=gmh(V, —E),

where g is the maximal conductance, m and h are respectively activation and inactivation vari-
ables, p is the power of the activation gate, V,,, is the membrane potential, and E is the reversal
potential of the ion conducted through the channel. The m and h variables are each described
with the differential equation for x below:

& (V) ~ /(Y.

The voltage-dependent steady-state, x..(V,,), is defined as a standard Boltzmann function:

x (V) = ! ) (1)
L+exp((V,, — Vi, )/k,)

where V7, . and k, are the activation half-voltage and slope factor in mV, respectively. For the
voltage dependence parameters in x,.(V,,) and the time constant, 7,(V,,,), functions for all
channels, see Table 5.

Na" channels. We obtained parameters (see Table 5) for the above HH model for the tran-
sient component of the sodium channel (NaT) using recordings reported by [66]. These were
whole-cell recordings from embryonic neurons maintained in culture. The reversal potential
and maximal conductance were reported as En, = 45 mV and g, = 500 pS/pF. For a whole-
cell capacitance C,, = 20 pF of a 3rd instar motoneuron this becomes g, = 10 nS. The inacti-
vation V7, and the gating charge (z) were also reported. To find the k, in Eq (1) from the gat-
ing charge, we used the equation k, = kg T/ze, where kg T/e = 25.4 J/C is a physical constant
that contains the Boltzmann constant (kp), absolute temperature in K (T), and electronic
charge (e) [67]. The activation V7, and slope factor were measured using the I-V plot in Fig 2B
of [66].

We estimated the inactivation properties by fitting a sigmoidal function to the measured in-
activation time constant. The activation time constant was obtained from the measured time-
to-peak (t,), by using the equation 7,,, = ((7,,,+75)/T,—exp(t,/ 7,,))%. The fits were obtained in
MATLAB (Mathworks). The data of O'Dowd and Aldrich [66] was matched with the resulting
channel current simulation (Fig 1A). Isolated sodium currents recorded in 3rd instar aCC mo-
toneurons (Fig 1B) were not used for fitting this model because of large onset delays that are
likely caused by difficulty of space clamping distal currents.
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The HH parameters of the persistent component of the sodium channel (NaP) were ob-
tained from heterologous expression of the Drosophila paralytic (DmNav) gene transcripts in
Xenopus laevis oocytes [22]. A slow voltage ramp protocol was used to isolate NaP and a model
of the endogenous Ca**-dependent Cl current (Ic,) in oocytes [68] was fitted to be subtracted
from the current response (Fig 1C).

Simultaneous fits for fast (Kf) and slow (Ks) currents. We modeled both K* current com-
ponents using the same HH formalism; except that Ks had no inactivation gate. Two sets of
voltage-clamp recordings were used that have differential prepulse (200 ms) holding levels:

—-90 mV and —10 mV, respectively. A holding level of —10 mV inactivates the fast (Kf) compo-
nent [69]. We fitted the parameters of both currents simultaneously, including their activation
and inactivation properties [70]. Instead of using the time solution of the HH equations for
ideal voltage step inputs, we fully simulated channels to follow the imperfectly changing voltage
levels of the voltage clamp protocols, such that experimental conditions (including passive elec-
trode artifacts) are replicated in simulations. In these simulations, partially inactivated Kf still
contributed to the output. After the holding step, the protocol steps to variable levels between
—20 and +40 mV with 10 mV steps for 50 ms. The fits to both protocols are shown superim-
posed (Fig 1D). A semi-automated method was used to fit parameters. A non-linear least
squares fitter (Isqcurvefit function) in MATLAB was used with the large-scale trust-region re-
flective Newton method. The 95% confidence intervals of individual fits were observed and bad
fits were rejected. The parameter fitting algorithm obeyed physiologically realistic ranges for
each parameter and simulated with a general ordinary differential equation solver using a cus-
tom MATLAB toolbox. We used a separate voltage clamp protocol where holding levels were
varied to estimate the inactivation curve of the Kf channel (Fig 1E). The fitted parameters

for all channels were used to plot activation and time constant voltage dependence graphs

(Fig 1F).

Isopotential and two-compartment models

The isopotential and two-compartment models were constructed and simulated using the
XPPAut software [71] using the Euler numerical integration method with a step size of 0.001
ms. The passive membrane and active channel parameters of both models were manually
tuned and their robustness was confirmed (Table 6). For the isopotential model, the membrane
voltage V,,, was calculated with the differential equation dV,,/dt = —(Ixs + Ixs + Inar + Inap +
Gleal(Vi = Ereak) — Lstim)/ C,ri» Where the active channels are defined as above (Table 5) and I,

Table 6. Maximal conductance (g), reversal potential (E), and capacitance (C) parameters of the isopotential and two-compartment models.

Isopotential model

ks = 50
ks = 241
Ex = -80
ONaT = 100
gNaP = 0.8
Jieak = 6.8
Eleak = -565
Cc= 4

doi:10.1371/journal.pcbi.1004189.t006

nS
nS
mV
nS
nS
nS
mV
pF

Two-compartment model

(soma) (axon)

Oks = 1 nS Oks = 700 nS
Ok = 1 nS ks = 200 nS
Ex= -80 mV Ex= -80 mV
Jieak = 0.05 nS 9NaT = 180 nS
E= -55 mV INaP = 0.01 nS
= 10 pF Gleak = 0.63 nS
Gaxon = 1.3 nS Eoax = -55 mv
= 1.8 pF
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is the external stimulus current. Voltages are in mV, currents in pA, and conductances in nS.
For the two-compartment model, the somatic membrane voltage, V,,,, was calculated with
de/dt == (IKS + IKf + gleak( Vm - Eleak) - Istim + gaxon( Vm - Va))/cm> where Saxon is the cou-
pling conductance in nS. The axon compartment voltage, V,, was calculated with dV,/dt = -
(Ixs + Ixe + Inat + Inap + aleak(Via = Eleatd) + Zaxon(Va — Vin))/C,. To simplify tuning of the pas-
sive model parameters to match recorded responses of firing rate, voltage offset, and spike am-
plitude features in the two-compartment model, a constant input conductance parameter, g;,
was introduced. We defined it as g; = 0.47 nS to match the observed voltage offsets in response

to current stimulation, which left only the gjc.x and guxon parameters to be tuned. The axonal
. -1 1\t
leak parameter was then calculated from these variables as g,,... = (¢ — Siu)  — Zuoon)

The holding current for stimulus protocols started at —6.5 pA.

Morphologically reconstructed model

A stack of confocal images was obtained from a 3rd instar aCC motoneuron 48hr after hatch-
ing (Fig 3B) using methods described previously [31]. Morphological reconstruction from the
image stack was obtained using Amira (Visage Imaging GmbH, Berlin, Germany, http://vsg3d.
com). The reconstructed morphology is publicly available at the NeuroMorpho.org online re-
pository for neuronal morphologies (http://neuroMorpho.org/neuroMorpho/neuron_info.jsp?
neuron_name = aCC-L3-motoneuron). Thin dendrites may be missing or their diameters may
be slightly overestimated because of the limits of light microscopy.

The electrical structure of the morphological model neuron was constructed and simulated
with the Neuron simulator, Release 7.1 ([72]; http://www.neuron.yale.edu). To import the
morphological reconstruction into the Neuron simulator, the morphometric information was
converted using the software tools neuroConstruct ([73]; http://www.neuroconstruct.org/) and
NeuronLand (http://www.neuronland.net/NL.html) (James Ogden).

To estimate electrophysiological measurement artifacts, we modeled electrode and circuit
parameters that are not compensated by the recording amplifier (Fig 3C). We fitted the passive
parameters of this circuit to five passive voltage-clamp protocol recordings from a late 3rd in-
star aCC motoneuron (Table 2). A representative fit is shown (Fig 3D). Passive properties of
the model were fit following a procedure similar to the method defined in [74] using Neuron’s
“multiple-run fitter” algorithm.

Using the resulting passive parameters, gross statistics of different sections of the morpholo-
gy were calculated as single compartments with equivalent surface area (Table 1). This method
does not maintain the length constant, which requires the morphology to obey strict rules [75].
To maintain surface area, we scaled the diameters of compartments by their length. This made
the values for R; slightly inaccurate, but values of C,,, more accurate. The input impedance of
the model was calculated with a simulation method using the Impedance Frequency Tool in
Neuron (see Fig 4C). Capacitance of a similar 3rd instar neuron was experimentally deter-
mined to be 20.0 pF, which is slightly larger than the total capacitance (16.91 pF) that can be
achieved from this morphological reconstruction. We attribute this difference to slight differ-
ences in morphology of the cells and limited fidelity of the reconstruction process.

Once the passive parameters were determined, Neuron’s CellBuilder component was used
to insert active conductances into the morphology. For simulations, default numerical integra-
tion parameters of Neuron were used, including ionic reversals (Ex, = 65 mV and Ex = -74
mV). The leak reversal was selected as —85 mV. For estimating K" channel distributions, po-
tential averages from spiking traces were calculated without removing individual spikes. The
model neuron is available both in the ModelDB repository (accession number 152028) and in
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the Open Source Brain (OSB) initiative (identified as drosophila-acc-13-motoneuron-gunay-et-
al-2014).

To measure distal currents in the morphology, voltage differences between nearby compart-
ments were recorded and divided by internal resistivity parameters. For measuring active cur-
rents with this method using voltage clamp, subtraction of capacitance and leak artifacts was
needed like in neuronal recordings. This was achieved by running two simulations: one with
and one without active channels and subtracting the measured currents between the two. This
method, like in biological experiments, assumed that voltage clamp conditions are identical be-
tween the two simulations. Therefore, Na* currents were not recorded exactly at the SIZ be-
cause of large space clamp artifacts, but instead in the proximal compartment of the
extended axon.
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