
Text S2 Supplementary Methods 

Simulation  

Six datasets were simulated with different signal and noise levels in the sequence and in the 

expression data. The parameters used for simulation are as follows. Both strong:       ,     , 

  *                   +,   *                           +. 

Sequence only:       ,     ,   *                   +,   *                   +. 

Expression only:       ,       ,   *                   +,   *                           +. 

StrongSeq WeakExp:       ,     ,   *                   +,   *                   +. 

StrongExp WeakSeq:     ,     ,   *                   +,   *                           +. 

Both weak:     ,     ,   *                   +,   *                   +. 

 

Measuring prediction accuracy in simulation studies 

The prediction accuracy of the model was measured by the proportion of orthologous groups 

with correctly predicted regulatory states. An orthologous gene triplet was noted correctly 

predicted only when all three predicted regulatory states were correct. In other words, if a gene 

triplet with regulatory states (1,0,0) was predicted as (1,1,0), this prediction on this triplet would 

be judged as wrong, even though two of the three predicted regulatory states were correct.  

 

E-M algorithm for model inference 

Without loss of generalizability, we assume there are three species in consideration, allowing a 

total of       possible configurations of regulatory states. The probability for each 

configuration ( ) is: 
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The expectation of likelihood (Q-function) is: 
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We have the constraint: ∑      
    
   . Let   be the Lagrange multiplier,  ̂     (∑      
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To estimate  : 
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To estimate    : 
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E-M algorithm for more than 3 species 

The E-M algorithm can be generalized to work on arbitrary number of species. If the number of 

species is  , then there are      possible configurations of regulatory states. For each 

configuration, we could write down the      based on the sequence and the expression models. 

With all     , we could get  
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Then the expectation of the likelihood is: 
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The maximization can be achieved from the derivatives of  (    ), which is straightforward.  

 




