Supporting Information II: 
How coordinate transformations affect tolerance and noise cost
Denote a result function that maps execution space X onto result space R by 
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. Consider a change from initial execution space coordinates 
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 defined by a general transformation 
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. The result function that maps this alternative execution space into result space is defined by simple substitution, 
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. In the initial coordinates, the solution manifold is defined by 
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. In the alternative coordinates, the solution manifold is defined by 
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Effect on Tolerance Cost 
To calculate tolerance cost, the observed data set is shifted to a new location in execution space without changing its distribution and the corresponding average result is evaluated. This is repeated for shifts to all points on a grid covering an experimentally reasonable range of execution space to find the shift that yields the minimum average result. The difference between the original average result and the minimum is tolerance cost.

Consider a particular observed execution (expressed in either coordinate frame) and the corresponding result, 
[image: image12.wmf](

)

(

)

(

)

(

)

i

i

i

i

g

f

f

r

a

a

t

x

=

=

=

, where the subscript i denotes any initial observation. To shift the data set without changing its distribution, the same constant vector, 
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, is added to each data point, yielding a new result 
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. In the other coordinates, adding the corresponding constant vector, 
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, yields an alternative new result, 
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. In general it is different; however, the effect of adding a constant vector will be the same in both coordinates if 
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. That is one of the conditions for the coordinate transformation to be linear. If 
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, where T is a matrix of constants, 
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. Thus tolerance cost is not affected by a linear transformation of coordinates.
Effect on Noise Cost

To calculate noise cost the observed data is shrunk towards its mean, without changing the shape of its distribution, in successive incremental steps until a minimum average result is obtained. The difference between the original average result and the minimum is noise cost.
Consider a linear transformation as above but now applied to the noise cost calculations. At each step the same amount 
[image: image20.wmf]x

D

 is subtracted from each initial data point 
[image: image21.wmf]i

x

, where 
[image: image22.wmf]x

D

 is a small fraction s (typically 1%) of the distance of 
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 from the mean of the data distribution, 
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 where s = 0.01 and I is the unit matrix. The corresponding change of result 
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 may be approximated as 
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 is the Jacobian (or Jacobian matrix), a matrix of first partial derivatives of the result function with respect to its arguments. With two execution variables, 
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 and 
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. If the same operation is performed in alternative coordinates, the change of result (with a self-evident notation) becomes 
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. Using the chain rule for differentiation, the Jacobians in the two coordinates are related by 
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. The change of result in alternative coordinates may be expressed as 
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. Using 
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, the change of result in original coordinates may be expressed as 
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 and the change of result is the same when the calculation is performed in either coordinate frame. Applying this calculation to all points in a data set it can be seen that (to within the accuracy of the approximation used above) a linear transformation of execution coordinates does not affect noise cost.
The accuracy of the approximation is determined by the curvature of the result function; that is, how well its curved surface may be approximated by a tangent plane in the region occupied by the data. Extending this argument to nonlinear coordinate transformations, if they, too, have sufficiently small curvature in the region occupied by experimental data, noise cost will be minimally affected.
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