Following parameter estimation and evaluation, two parameter sets were found to describe the data well (these will be referred to as sets X1 and X2). Inspection of the in silico FPLC profiles (e.g. Figure 1 in Text S4) reveals that in the VLDL and LDL size range, the profiles of X1 and X2 do not overlap. For the HDL size-range, however, the profiles are very similar. Keeping this observation in mind, the parameter sets themselves (Table 2 in Text S4) only partly collaborate these observations. The VLDL sub-model parameters indeed show great differences, e.g. in the production diameter and particle number (a factor of two difference in # of produced particles) as well as catabolism. The lipoprotein shape-dependent parameters (which are linearly scaled), correspond fairly well between parameter sets. This indicates the general structure of VLDL remodelling is similar between the two parameter sets. For further analysis of the two parameter sets, we performed re-sampling of the found optimal parameter sets and calculated a profile likelihood (similar to [9], starting from both initial sets), as well as error plots of VLDL sub-model parameters.
Parameter space and parameter identifiability

Re-sampling of the optimal parameter sets
For a general idea of the parameter space near the optimal parameter sets, we re-sampled around the optimal sets. This was done by creating parameter sets with between -10% and 10% and between -20% and 20% uniformly distributed random noise around the optimal parameter sets. Each set, for both 10% and 20%, was re-sampled > 140 times. A total of 731 re-samplings were performed. All re-sampled parameter sets were optimized as described in Text S4. Analysis of the results revealed that again two types of acceptable results (according to the criteria defined in Text S4) were found, which could be classified as "X1" or "X2". Furthermore initial sets derived from "X1" were sometimes re-optimized to "X2" and vice versa.

Profile likelihood
A basal profile likelihood was performed. The object of the profile likelihood for parameter \( x \) is to find optimized values of all other parameters for a range of values of \( x \) and investigate for which \( x \) an acceptable result is attained, i.e. to investigate the parameter identifiability of the parameters in the model (e.g. [9]).

The profile of parameter \( x \) is initialized with the optimal set \( \theta_{opt} \) (either X1 or X2). The parameter \( x \) is then fixed at values uniformly spanning the transformed parameter space between its optimized value and both parameter boundaries, after which a re-optimization takes place. For each new optimization the initial values of the free parameters (all but \( x \)) are chosen as the optimized parameter values of the previous optimization. This procedure is performed initially for every parameter in 29 steps (for a total of 30 sets) progressing from the optimized set to the upper and lower parameter bounds. This procedure was performed for all 16 parameters. If the resulting cost function profile is flat, i.e. the cost function has similar values for a large range of parameter values, the parameter cannot be uniquely identified [9].

Five kinetic parameters of the HDL sub-model are found to have an almost entirely flat profile. Identifiability of HDL parameters will therefore be assessed below. The proportion of HDL produced as the smaller type of nascent HDL is preferably equal to one. This indicates nearly all model HDL is produced as small HDL.
The profiles of VLDL sub-model parameters are in some cases (e.g. $c_{optB}$, $c_{LPL}$, $n$) reasonably flat or only constrained in one direction. Superimposition of acceptability of these optimized parameter sets in terms of the position of HDL and VLDL peaks (as defined in Text S4) further constrains the parameters so that most VLDL sub-model parameters can be identified. Parameter $c_{xelB}$ shows an interesting behaviour as the two parameter sets produce different profiles, with the parameter being identifiable in one optimum (X1) and unidentifiable in the other (X2). The analysis of $D$ is shown in Figure 1.
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**Figure 1. Profile likelihood.**
Profile likelihood of parameter $D$. In this profile, fixed steps of 1 nm were taken. Two failed optimizations, with $S_d > 1e10$, were excluded. The two optima (X1 and X2) are located approximately at the arrows, with diameters of 69.74 and 56.07 nm respectively.

**Conclusion**
From these analyses a general conclusion about X1 and X2 can be drawn. From the crossing over from X1 to X2 both in the resampling and the profile of $D$, we conclude that most likely the two found optima, despite being found only once in the sampling, appear to be the only two local optima of the VLDL sub-model which produce an acceptable (Text S4) fit to the data.
The HDL sub-model

From the above analyses, it is apparent that 5 HDL sub-model parameters are unidentifiable and have a "flat" profile. In Figure 2 for the ratios of each parameters to parameter $scale_A$ has been plotted for all parameter sets of the two obtained (flat) profiles. This result indicates that the ratio between these five parameters is constant over all optimized sets. While the individual parameters are unidentifiable (due to the absence of absolute data on lipid fluxes in the HDL sub-model), the relation between the parameters is constrained. Without further information, however, HDL sub-model parameters and fluxes are known relative to each other.

The HDL lipolysis parameters do not scale with the remaining HDL parameters, indicating that lipolysis does not play an important role in the wild-type HDL sub-model.
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Figure 2 - Relative values of the HDL sub-model parameters, calculated for the profiles of $c_{chol}$. The constant values show that apart from minor differences between X1 and X2 all HDL parameter sets are very similar. Presumably, the minor differences between the tails of the VLDL sub-model (Figure 1 in Text S4) cause a slightly different optimum of the HDL sub-model parameters. We note that both the $c_{chol}$ and $c_{trig}$ parameters are multiplied by the amount of phospholipids released from VLDL. Because the difference is minor (20.5775 vs. 17.9554 $\mu$ mol / kg / hour) the similarity between the datasets is already clearly seen in this uncorrected plot.
HDL sub-model scaling

As concluded above in the analysis of the (wild-type) model, without further information on the magnitude of fluxes in the HDL sub-model, HDL sub-model results are known only relative to each other. For quantitative comparison of the VLDL and HDL sub-models, an absolute value of fluxes is necessary. For the wild-type mouse basal fluxes are available and scaling with a flux as known from literature can be performed to calculate absolute fluxes.

To scale the model, we take the known value of cholesterol uptake in the liver via selective uptake from HDL particles ([2], 5 μmol/kg/hour) and use this value to scale the model as shown in equation 1.

\[
\theta_{s,r} = \frac{SelUp_d}{SelUp_{cm}} \cdot \theta_r
\]  

(1)

SelUp_d is the literature value of the selective uptake flux, SelUp_{cm} is the selective uptake flux in the model before parameter scaling, and \( \theta_r \) are the 5 (proportional) parameters in the HDL sub-model, which will be scaled to \( \theta_{s,r} \).

The VLDL sub-model

For the VLDL sub-model, the profile likelihood demonstrates a clear distinction between the two local optima. Differences include (a) the nascent VLDL diameter, (b) the VLDL/LDL selective uptake parameter \( c_{selBc} \) and (c) the catabolism fluxes. X1 is an optimum with a higher initial diameter, in which parameter \( c_{selBc} \) is more constrained than in X2. This difference is demonstrated by the error plot in Figure 3. In these error plots, the value of the cost function \( S_d \) is calculated following the substitution in X1 or X2 of parameters \( D \) and \( c_{selB} \) without optimization. 125 x 125 values of each parameter, distributed uniformly between the bounds of \( D \) and log-uniformly between values of \( log(c_{selB}) = -15 \) and \( log(c_{selB}) = 5 \). This shows that \( c_{selB} \) is constrained in X1, but only partially constrained in X2. This is in agreement with the performed profile likelihood analysis.
Figure 3 – Error plot of the $c_{selB}$ and $D$ parameters

Error plot for $D$ vs. $c_{selB}$, calculated with a 125 x 125 grid of values. Error plots were generated by keeping all remaining parameters constant (to one of the optimal parameter sets) and fixing $c_{selB}$ and $D$ to values spanning a 125 by 125 grid over the pictured range. Contours show the value of $S_d$. The optima found are clearly visible. A. Parameter set X1 B. Parameter set X2
Comparison of parameter values to values from literature

Due to the phenomenological nature of the model equations in combination with practical difficulties in performing kinetic measurements in mice, comparison of parameters to literature values is only possible in a generic way. In the following section we evaluate the parameter values and, where possible, compare them with fractional catabolic rates found in literature. However, due constant change of lipoprotein kinetics following remodelling both in vivo and in silico, the following analysis is only a rough estimate of compatibility. In addition, the analysis of HDL sub-model parameters follows a crude scaling of the model.

HDL production rate scaleA

In order to compare the HDL parameters to literature, the 5 scalable parameters are first scaled such that the TC removal flux from HDL due to selective uptake equals 5 μmol/kg/hour.

\[
\text{scaleA} = 4.1466 \cdot \frac{5}{288.26} = 0.07 \ \mu\text{mol/kg/hour} \quad (X1) \quad \text{and} \quad 0.08 \ \mu\text{mol/kg/hour} \quad (X2).
\]

The production rate of spherical particles is unknown. According to Qin et al [8], the production rate of the main HDL apolipoprotein Apo A1 is 8.5 μg / g / hour. If we assume two ApoA1 per nascent HDL, and a molecular weight of \(30.6 \cdot 10^3\) g / mol (UniProt, #Q00623) we can calculate an approximate experimental HDL production rate of

\[
\frac{8.5 \cdot 10^3}{2 \cdot 30.6 \cdot 10^3} = 0.14 \ \mu\text{mol/kg/hour}
\]

of nascent HDL production.

Nascent HDL shape parameter ratioA,1

The value of approximately one for the ratio of small to total nascent HDL can be interpreted as a high occurrence of nascent HDL with 2 ApoA-1 molecules, and a low occurrence of nascent HDL with 3-4 ApoA-1 molecules\(^1\).

\(^1\) please see Text S2 for the full description of nascent HDL
Cholesterol and triglyceride accumulation parameters $c_{\text{chol}}$ and $c_{\text{trig}}$

While comparison of these values with literature is difficult, the fluxes through these pathways partly depend on the accuracy of the phospholipid transfer rate assumption. In Figure 4, the phospholipids as released from VLDL are compared with the phospholipids necessary for the predicted HDL growth (if the HDL sub-model is scaled as described). The results suggest that the assumptions of HDL surface remnant growth are reasonable.

![Figure 4](image)

**Figure 4:** Comparison of surface remnants released *in silico* from VLDL due to lipolysis and taken up by (scaled) HDL. Left: parameter set X1, right: parameter set X2.

Selective uptake parameter $c_{\text{selA}}$

The fractional catabolic rate of (human) HDL-CE in mice was found by Brodeur *et al* [1] to be approximately 0.18 pools / hr. While in HDL metabolism the catabolism of the protein moiety does not necessarily impose catabolism of the lipid moiety, we can correct for the fractional catabolic rate of the protein moiety (0.077 / 0.078 pools/hr) to obtain an expected range of between 0.10 – 0.18 pools / hr uptake of HDL-CE.

In *silico*, as well as *in vivo*, the remodelling of lipoproteins depends on composition. As lipoproteins change the remodelling speed will also change. Lipoprotein CE FCR is a measure of selective uptake
lumped over the complete distribution of the lipoprotein class and integrated over a time period. Comparison of model parameters with global, lumped measures is therefore difficult. However here (and for the other parameters of lipolysis and selective uptake) we have computed the derivative of the loss of lipid – which approaches the FCR - for a typical lipoprotein. For HDL selective uptake, we first scale the selective uptake parameter $c_{selA} = 1.7028 \cdot \frac{5}{288.26} = 0.03 \frac{1}{nm \cdot hr}$ (X1). Assuming an HDL diameter of 11.3 nm and a TC to TG molar ratio of approximately 20:1 (as in the wild-type FPLC profile) this corresponds to an approximated FCR of $0.0295 \cdot 11.3 \cdot \frac{20}{21} = 0.32 pools/hr$.

The *in silico* value is slightly higher than the *in vivo* measures, however we note that the *in silico* FCR will decrease as the lipoproteins become smaller. Also, the experimental measures are of human HDL3, which is smaller (~ 8 nm) [8] has a cholesterol to TG ratio of 45:9.5 [8] and therefore an *in silico* FCR of 0.19 pools/hr, but may also have a different affinity for SR-B1.

**HDL uptake parameter $c_{uptakeA}$**

The fractional catabolic rate of the protein moiety of (human) HDL was found in [1] to range between 0.07 and 0.1 pools / hr.

*In silico*, the catabolic rate of HDL is determined by the parameter $c_{uptakeA}$. This parameter, when scaled, has a value of $c_{uptakeA} = 233.96 \cdot \frac{5}{288.26} = 4.06 nm/hr$ (X1) or 4.51 nm/hr (X2). For a typical HDL diameter of 11.3 nm, this is thus a fractional catabolic rate of 0.36 -0.40 pools / hr. While this is higher than the experimental value, we again note that due to the flexibility of the ApoA content of an HDL particle the fractional catabolic rate of the HDL protein moiety is not expected to be identical to the fractional catabolic rate of spherical HDL.

**Nasent VLDL diameter $D$**

Many estimates of nascent VLDL diameter are available in literature. We compare the optima of 69.7 and 56.1 nm with comparable results published in [4] and [5]. The values measured in these experiments for nascent VLDL-diameter are $94 \pm 12$ nm and $59.3 \pm 3.6$ nm, respectively. We conclude the parameter values are close to the expected range.
Size-dependent lipolysis parameters $c_{LPL}$ and $s_{min}$

*In vivo*, the value of lipolysis parameter $c_{LPL}$ is high and lipolysis of the secreted VLDL is practically immediate. This corresponds to the short half-life of VLDL-TG in plasma.

*In silico*, $c_{LPL} = 0.56 - 1.75 \frac{1}{h \cdot nm^2}$. For a VLDL diameter of e.g. 45 nm, this corresponds to a FCR of $34.6 - 108$ pools/hr. We note that the FCR of larger particles may be much higher, e.g. the FCR of particles with a larger diameter of e.g. 60 nm is $2.8 \cdot 10^3 - 8.8 \cdot 10^3$ pools / hr. However in this case the difference between model parameters and FCR is clearly a factor as the rate of lipolysis will immediately decrease as the TG content of the particle decreases. The minimal surface area $s_{min}$ corresponds to a minimal diameter of 44.8 nm, meaning the function will only affect the conversion of large particles.

Non-size dependent lipolysis parameters $n$ and $c_{lip}$

Scaling $c_{lip}$ – not within the HDL sub-model but to the value of a value of $n$ as described in Text S2 – we retain a value of 2.5-3.5 per hr. Including the approximate composition of HDL or LDL (we assume that in LDL, TG:PL is about 2:1, in HDL it is about 5:1 [8]):

For LDL: $c_{lip, scaled} \left( \frac{TG(i)}{TG(i) + PL(i,j)} \right)^n = 2.5 \cdot \left( \frac{2}{3} \right)^{4.44} = 0.42 \ hr^{-1}$ for X1, $0.29 \ hr^{-1}$ for X2

For HDL: $c_{lip, scaled} \left( \frac{TG(i)}{TG(i) + PL(i,j)} \right)^n = 2.5 \cdot \left( \frac{1}{6} \right)^{4.44} = 9 \cdot 10^{-4} \ hr^{-1}$ for X1 to $5.5 \cdot 10^{-5} \ hr^{-1}$

for X2. More information on the magnitude of VLDL lipolysis is found below, please see “VLDL-TG production”.

Size-dependent uptake parameters $A_{upt}$, $\mu_{upt}$, and $\sigma_{upt}$

$\mu_{upt} = 4.08 - 4.8 \ 10^3$ translates to a diameter of 36.0 – 39.1 nm. This is indeed in the range between VLDL and LDL and therefore complies with the assumptions.

The maximal uptake $A_{upt}/\sigma_{upt} = 5.6-5.8$, is in the expected value for ApoE mediated uptake - e.g. 8 - 4.1 pools/h in [3].
**Non size-dependent uptake parameter** $c_{uptakeB}$

The fractional catabolic rate of the protein moiety of (human) LDL was found in [1] to range from an initial value of up to 4.5 pools/hr to a value of 0.1 pools/hr.

In silico, we find 0.08 – 0.01 pools/hr. This is lower than the experimental value of we consider only the size-independent equation. *In vivo* a combination of both mechanisms could be in play, leading to a higher FCR.

**VLDL selective uptake parameter** $c_{selB}$

In [1], injected LDL were found to have a 31% decrease in CE to protein ratio following three hours of circulation. A decrease of 31% per 3 hours corresponds approximately with a decrease of 12% per hour. As we have concluded the parameter $c_{selB}$ is not constrained in parameter set X2, we will only compare to the value in X1.

The value of $c_{selB}$ is approximately 0.0115 $\frac{1}{hr \cdot nm}$. Assuming a cholesterol to TG ratio of approximately 2:1 in LDL (wild-type FPLC profile) this thus corresponds with a decrease of 0.0115 $\cdot 22.6 \cdot \frac{2}{3} = 0.17$ pools/hr for typical LDL.

**VLDL – TG production**

To establish whether the model can derive VLDL-TG production from Triton WR-1339 estimates, simulations of the model from steady state were performed. We note that while the size-dependent lipolysis equation (TextS2, equation (32)) is presumed to represent only LPL lipolysis, both lipolysis equations have been lumped and therefore the second lipolysis equation (Text S2, equation (33)) could contribute to peripheral VLDL lipolysis. Simulations in which either one of the equations is inhibited show that, while the relative contribution of the second lipolysis equation is small, it is large enough to prevent the expected linear increase in plasma VLDL-TG. Inhibition of both lipolysis functions leads to such a linear increase. The resulting difference between accumulation in case of no VLDL metabolism and accumulation in case of no VLDL lipolysis seems to concur with the experimentally observed decrease of the fractional catabolic rate of VLDL by 90% [6] following
Triton administration. Whereas model implementation in which the Triton WR-1339 induced VLDL-TG production concurs with this flux is possible, the difference between the two fluxes is relatively small and it would be expected to lead to similar results.

Figure 5: Simulations of plasma TG accumulation in 4 hours during inhibition of lipolysis or all VLDL metabolism. Left: Parameter set X1, Right: X2. Simulations were initialized at steady state. EQ1 is the size-dependent lipolysis equation, while EQ2 is the non size-dependent lipolysis equation.
Additional analysis of knock-out phenotypes

C concentrations in *in silico* knock-out phenotypes

In the SR-B1 knock-out mice ($c_{sela}$ at 1e-10 % of original parameter value) the plasma cholesterol concentration rises by 73 % (X1) and 65 % (X2) of the wild-type value of the plasma cholesterol concentration. The HDL-TC concentration rises by 93 and 81 % respectively.

In the PLTP knock-out mouse, the plasma cholesterol concentration is decreased by 55 % ([2], Male wild-type vs. male PLTP KO, on a chow diet). In the model, choosing a value of $c_{chol}$ which is 30 % of the wild-type value corresponds to a 55 % reduction of plasma cholesterol, for both X1 and X2.

Figure 6. *In silico* profiles of transgenic mice.

As Figure 4 (Main text). Now pictured is parameter set X2. A. *in silico* SR-B1 knock-out mice. B. Plasma TG for knock-out phenotypes. SR-B1 knock-out is shown in red, PLTP knock-out is shown in green, and LDLr knock-out is shown in blue. C. PLTP deficiency. D. Plasma TC, as C. E. LDLr knock-out. Qualitatively, the knock-out profiles of X1 and X2 are similar. Quantitatively, small differences between the sets X1 and X2 are observed in the SR-B1 and PLTP knock-out simulations (e.g. the difference in plasma TC or TG). For the LDLr knock-out mouse, the lative rise in plasma cholesterol for reduction of the parameters is greater in X2. E.g. the maximal reduction of 30 % is this figure produces a quantitative response similar to the maximal reduction in Figure 4 of the main text, of 60 %.
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