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FigureS4 – Precision and recall benchmark analysis of function prediction algorithms.
(A-1 to A-5) Figures showing comparisons of the precision vs. recall performance for the predictions made by our new function prediction 
algorithm (StepPLR) along with those of four alternate existing (published) methods (belonging to two types: majority-counting and chi-squared) 
based on a set of 'gold-standard' functional categories from the MultiFun classification schema using 10%, 20%, 30%, 40% and 50% of labeled 
data as test data. (B) Figure showing the precision vs. recall of the cross-validation predictions generated by StepPLR against a set of 'gold-
standard' functional categories from COG, MultiFun or GO.
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